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BRITE-Constellation Goals

1. Measure p- and g-mode pulsations to probe the interiors 
and ages of stars through asteroseismology;  

2. Look for varying spots on the stars surfaces carried 
across the stellar disks by rotation, which are the 
sources of co-rotating interaction regions in the winds 
of the most luminous stars, probably arising from 
magnetic subsurface convection; 

3. Search for planetary transits. 

Weiss+2014 (PASJ 126), abstract



BRITE-Constellation Capabilities

• (All) stars brighter than V = 4 
• Photometric precision @ sub-mmag levels 

• Continuous monitoring up to ≈ 150 d 
• All-sky coverage 
• Two filters (red, blue) 
• 24deg x 24deg FOV 
• Up to 18 targets simultaneously



Bright Stars for BRITE

Weiss+2013 (Proc. IAUS 301), fig.1 



Oscillations Across the HRD

http://www.univie.ac.at/brite-constellation/html/additional_science.html



Stochastic Pulsations



Stochastic Mixed Modes on the Lower RGB
Ageing low mass stars: from red giants to white dwarfs

Fig. 3. Panels A–F: Oscillations spectra for models A–F in Fig. 2. In each panel we plot the mode inertia (E)
versus frequency for radial (ℓ=0, circles) and dipole (ℓ = 1, triangles) modes. Vertical dashed lines denote the
frequency domain of solar like oscillations. Grey crosses and lines represent the period separation (right axis)
between consecutive dipole modes versus frequency, and horizontal thin-dashed lines indicate the value of the
corresponding asymptotic period spacing ⟨∆P⟩a.

EPJ Web of Conferences

Fig. 2. Evolutionary track of a 1.5 M⊙star
in the red giant phase, RGB and central He-
burning. Dots and labels mark location of
models discussed in the text and in Figs. 3, 4
and 5. In particular “E” is the model with
Yc = 0.8 and “F” the model just before the
He-shell development, with Yc = 5. × 10−4,
and the asterisk corresponds to the model
with Yc = 0.05. The values of stellar radius
and density contrast (R/R⊙, ρc/⟨ρ⟩) for the
models A–F are: A: (5.2, 7.0 × 106), B: (7.3,
2.6 × 107), C: (11.9, 1.8 × 108), D: (17.0,
6.2 × 108), E: (11.9, 1.7 × 107) and F: (19.5,
2.0 × 108).

3 Adiabatic oscillation properties: period spacing

The properties of oscillation spectra depend on the profile of the Brunt-Väisälä (N) and Lamb (S ℓ) fre-
quencies. As mentioned above, because of the high density contrast between the core and the envelope,
the RG oscillation spectrum is characterized by a large number of mixed p-g modes in addition to the
radial ones. The asymptotic approximation [21] predicts that the number of g-modes by radial order
is: ng ∝ (ℓ (ℓ + 1))1/2

∫

N/rdr, and that the periods of two modes of same degree (ℓ) and consecutive
order (n) are separated by a constant value ⟨∆P⟩a:

⟨∆P⟩a =
2π2

√
ℓ(ℓ + 1)

1
∫

N/rdr
. (1)

As the star climbs the RGB (A–D in Fig. 2) and the inert helium core contracts, the peak of N
(corresponding to the H-shell) shifts more and more inwards. As a consequence ng increases (and the
period spacing decreases) as the star goes from the bottom to the tip of the RGB. Once the temperature
for He ignition is reached, the onset of nuclear burning is accompanied by the expansion of the star
central regions and the development of a convective region. In the He-B model the expansion of the
central layers leads to a lower N maximum, and its location is displaced at a larger distance from the
center. Moreover, the central convective regions do not contribute to the integral in Eq. 1. Both effects
act in the same sense, decreasing ng and increasing ⟨∆P⟩a. Models C and E (Fig. 2) have the same
mass and radius (and hence the same νmax and ⟨∆ν⟩), but the density contrast (ρc/⟨ρ⟩) has decreased
by a factor 10 between those evolutionary stages. Moreover model E has developed a small convective
core. As a consequence, the period spacing between consecutive g-modes, as determined from Eq. 1,
is significantly smaller in the RGB model (60 s) than in the He-B one (240 s).

Each panel of Fig. 3 shows the properties of dipole modes for the corresponding models in Fig. 2.
We plot the mode inertia of radial (open circles) and dipole (triangles) modes, as a function of fre-
quency, as well as the period separation between dipole modes of consecutive radial order (∆P =
P(n + 1) − P(n)). The value of ⟨∆P⟩a is indicated by an horizontal dotted line.

Between models A and D, the stellar radius changes from 5 to 17 R⊙, and the density contrast
increases by a factor 100. These changes show up in the increase of ng and the variation of ⟨∆P⟩a from
∼ 80 s to ∼ 60 s. The deviations of ∆P with respect to the asymptotic behaviour are more important for
less evolved models, for which the coupling between p and g cavities is stronger. Between RGB (C,
D) and He-B (E, F, respectively) models, in addition to a significant difference in the period spacing

Montalban & Noels 2013 (EPJWC), figs. 2 & 3
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modes remain visible



Period-Luminosity Relations Near & Above the TRGB
P–L relations of pulsating M giants 783

On the other hand, these comparisons assume µLMC = 18.50 and
a small change in the adopted value would systematically alter the
alignment of the distributions, potentially affecting the conclusion.
We use a novel new method in the following section to investigate
further.

6 ES T I M AT I N G A B S O L U T E M AG N I T U D E S
F RO M P E R I O D S

In order to use pulsating M giants as distance indicators, we now
describe a new method that utilizes the periods alone to determine
the absolute magnitude of a given star, using the P–L sequences of
the LMC as the reference.

Paper I confirmed the multiperiodic nature of local M giants and
highlighted the similarity of their pulsation properties to their coun-
terparts in the LMC. Following the evidence presented in Section 5,
we hypothesize that the LMC P–L sequences are representative of
sequences in the SMC and local solar neighbourhood, with identical
slopes and zero-points. Using the distribution of LMC stars in the
(mKs , log P ) plane at specific periods, we derive probability density
functions that describe the likelihood of a star having a particular
magnitude. Using all measured periods for a given star, we estimate
its magnitude by multiplying these probability density functions
and locating the peak in the resulting probability function.

We constructed a fiducial LMC P–L diagram using OGLE-II and
OGLE-III periods from S07. Ks-band magnitudes were extracted
from the Infrared Survey Facility (IRSF) catalogue (Kato et al.
2007), which provides deeper and more accurate photometry than
the 2MASS, due in part to its superior resolution. To reduce the
possibility of false matches, only stars that had a single match within
a 1 arcsec radius were used. We transformed the IRSF magnitudes
to the 2MASS system using the relation Ks,IRSF = Ks,2MASS + 0.010
(J − Ks)2MASS + 0.014 (Kato et al. 2007) in order to compare the
magnitudes and found good agreement. However, we noted a rapid
divergence at faint magnitudes for stars with 0.7 ≤ log P < 0.9,
which we excluded from the analysis.

We combined OGLE data for OSARGs, Mira, SRV and ellip-
soidal variables into one data set, while limiting the periods to the
range 0.9 ≤ log P ≤ 3.5. Due to the rising noise floor caused by
1/f noise, we departed from the usual practise of using a fixed S/N
cut-off. Instead, we used a sloping noise floor when calculating the
S/N of each peak, rejecting periods with S/N < 5 log P − 0.7. This
allowed only high S/N periods (at large P) to be selected, while
still allowing short periods with lower S/N to be used (limited by
an additional constraint of S/N ≥ 3). This scheme resulted in good
resolution of all known sequences (Fig. 9).

To estimate a star’s magnitude, we first created a histogram of
the stellar density within a narrow, vertical strip of the P–L diagram
(±2.5 per cent wide in log P), centred about each of its periods.
To provide adequate resolution, counts were made for bins of 0.01
mag, which were then smoothed over ±5 bins using a boxcar aver-
age. Each resulting distribution, which is basically the luminosity
function of stars having that pulsation period, was converted to a
probability density function by normalizing the area under the curve
to unity. In this way, the function describes the probability of a star
with that period having a particular magnitude. By combining mul-
tiple periods by multiplying the corresponding probability density
functions, an estimate of the magnitude of the star is given by the
bin with the highest relative confidence.

As an example, we consider a star in the LMC with three mea-
sured periods: 46, 61 and 150 d. The corresponding vertical strips
centred at log P = 1.66, 1.79 and 2.18 are shown in Fig. 9. The nor-

Figure 9. LMC P–L diagram using OGLE periods and IRSF magnitudes.
Periods were selected using an adaptive S/N cut-off which helped to resolve
the shorter period sequences at low S/N. Grey vertical bars correspond to
the parts of the P–L used to create the probability density functions shown
in Fig. 10.

Figure 10. Probability density functions corresponding to the vertical strips
in Fig. 9. The combined probability (bottom-right panel) indicates the most
likely magnitude as mKs = 12.15, in close agreement with the measured
value of 12.18 ± 0.02 mag.

malized probability functions are shown in Fig. 10, together with
the combined probability, which indicates an estimated magnitude
of mKs = 12.15. This is in close agreement with the measured value
of mKs = 12.18 ± 0.02.

As a further test, we used the procedure to recreate the LMC P–L
diagram using estimated magnitudes. The OGLE periods for each
star used to produce Fig. 9 were sorted by descending pulsation am-
plitude. Magnitudes were estimated using the above technique using
the n most significant periods, where n = 1, 2, 3 and 4 (Fig. 11). A
single period is sufficient to reproduce the main sequences, although
the estimated magnitude at a given period always corresponds to the
peak of the probability function and, thus, stars may be allocated
to incorrect sequences. Adding further constraints (more periods)
produces more reliable results, with the estimates no longer falling
on the most populated sequence. Using two periods, Sequence A
above the TRGB is resolved, and Sequences A′ and B are more

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 409, 777–788
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A - OSARGs 
C - SRV/Mira 
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P-L Relations Consistent with Solar-Like Oscillations
A&A 559, A137 (2013)

Fig. 10. PL relations of radial modes of AGB and RGB stars observed with Kepler (blue pluses) and OGLE (black symbols). The proxy of the
luminosity is derived from the estimate ∆ν−4/3

obs . Each sequence, corresponding to a fixed radial order, is fitted with the model provided by Eq. (10)
(gray solid lines). The thick red line, provided by νmax ≃ 1/P, indicates the location of ratio nmax = νmax/∆ν−εobs. The blue dashed line corresponds
to the tip of the RGB. The horizontal green dot-dashed lines shows the region where the oscillation regime changes.

can have any degree since radial and non-radial are simulta-
neously visible. The degree ℓmax of this peak is associated to
a dominant visibility V2

ℓmax
.

– At lower large separations, we note a rapid decrease in the
non-radial mode visibilities, both for dipole and quadrupole
modes. For large separations below 0.2 µHz, the damping is
severe, so that only radial modes subsist with non-negligible
amplitudes.

5.4. Large frequency separations in OGLE data

Large separations of oscillation spectra observed by the OGLE
survey were obtained according to the parametrization expressed
by Eq. (10). For ∆νobs larger than 0.2 µHz, this new treatment
did not modify the first guess of the large separations obtained
in Sect. 3.2. At very low ∆νobs, we noted a small change between
the large separations derived from the frequency difference be-
tween consecutive radial orders or from the fit of Eq. (10).
This change increases when the large separation decreases, and
reaches a value of about 15% at the lowest ∆νobs.

This indicates that the almost constant large separation sup-
posed in Eq. (10) is only an approximation. At very low radial or-
ders (n ≤ 3), a gradient is observed that is larger than the gradient
inferred from the asymptotic expansion. This gradient cannot be
seen in Kepler data because of the poorer frequency resolution.
The full characterization of the parametrization of the spectrum
at very low radial orders will require a dedicated study, which is
beyond the scope of this paper.

6. Identification of the period-luminosity sequences

Ground-based infrared survey results are most often presented
with PL sequences. In this section, we first aim to verify that
the solar-like oscillation pattern correspond to the PL sequences
and to provide an unambiguous identification of the observed
sequences. Second, we explore the consequence of this link.

6.1. Seismic proxy of the luminosity

Assessing PL relations requires determining the periods and the
luminosity. For field objects observed with Kepler, determining
the luminosity can be done indirectly. A proxy of the luminos-
ity can be obtained from the black body relation. This requires
the use of effective temperature, provided by the Kepler Input
Catalog (Brown et al. 2011). From this catalog, we find that Teff
varies as ∆ν0.068±0.011

obs for our cohort of red giants.
From the black body relation and the νmax scaling rela-

tion (Belkacem et al. 2011), the luminosity scales as L ∝
M Teff

7/2 ν−1
max. Since νmax suffers from large uncertainties, we

prefer to use the proxy

L ∝ M2/3 Teff
4 ν−4/3

0 , (11)

with the dynamical frequency ν0 for scaling as
√

M/R3. We
prefer not to use the asymptotic large separation ∆νas, since an
asymptotic value of the large separation is not useful at such low
orders.

Equation (11) is based on the assumption that νmax ∝ ν3/40 .
At this stage, we are not able to relate ν0 and ∆νobs, but first
assume that they are comparable. We have plotted ∆ν−4/3

obs as a
function of the periods of the observed radial modes (Fig. 10).
Doing so is in practice equivalent to supposing that all stars have

A137, page 8 of 13
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• What causes the change 
around 𝜈max ≈ 1? 

• Can we reliably 
distinguish between 
RGB and AGB stars? 

• What about other types 
of variability, e.g. 
granulation?

Outstanding Questions
B. Mosser et al.: Period-luminosity relations in red giants

Fig. 4. Maximum height Hmax (blue +) and background power den-
sity Bmax (diamonds) at νmax, as a function of νmax. The vertical green
dot-dashed line shows the region where the oscillation regime changes.
Typical uncertainties at low and large νmax are indicated by the 1-σ error
boxes.

and

Hmax = (3.6 ± 1.1) × 107 ν−4.10±0.41
max , (6)

Bmax = (6.3 ± 1.3) × 106 ν−3.35±0.30
max for νmax < 1 µHz. (7)

For νmax > 1 µHz, the values of the fits are comparable to the val-
ues found by Mosser et al. (2012a) in the lower RGB and in the
clump. Interestingly, the exponent of the Hmax scaling relation is
close to the exponent found in the RGB by Samadi et al. (2012)
for the energy supply rate, varying as (L/M)2.6, hence as ν−2.6

max .
This may have indirect consequences on the mode linewidth.

At very low frequency, below 0.25µHz, we have identified
in a few cases a component that may be either a stellar signal
(activity or background modulated by the surface rotation) or in-
strumental noise. This effect occurs at such a low frequency that
it only modestly perturbs the measurement of the background of
the most evolved stars, without significant consequences.

Despite the change of regime, which occurs at the same loca-
tion as for the νmax – ∆νobs scaling relation, the continuous vari-
ation from high to low values of ∆νobs confirms the hypothesis
of stochastic oscillations. The lack of stars with global param-
eters νmax ≃ 1 µHz, or equivalently ∆νobs ≃ 0.28 µHz, and the
change of regime in all scaling relations tend to indicate a change
in either the stellar structure or the upper atmospheric proper-
ties. However, in both regimes, the exponents for Hmax(νmax) and
Bmax(νmax) are consistent. As for earlier evolutionary stages, the
ratio Hmax/Bmax does not vary with νmax. This underlines that the
ratio of the energy transferred from the convection in the granu-
lation (background signal) or in the oscillation is nearly constant.

4.3. Maximum amplitude

To prepare the link with infrared ground-based data, we also in-
vestigate the mode amplitude Amax of the oscillations. This pa-
rameter can be derived from Hmax, with the method presented in
Mosser et al. (2012a):

Amax = (1.4 ± 0.1) × 103 ν−0.82±0.03
max for νmax > 1 µHz, (8)

Amax = (2.0 ± 0.3) × 103 ν−1.53±0.21
max for νmax < 1 µHz, (9)

with Amax in ppm and νmax in µHz. At high νmax, we retrieve a
steeper fit than previously found for the lower part of the RGB

Fig. 5. Same as Fig. 4 but for the maximum relative amplitude Amax. The
red dashed line shows the relative amplitude that causes an acceleration
as strong as the surface gravity, according to the model developed in
Sect. 8.2.

(slope of 0.71±0.01). At low νmax, Amax can also be directly mea-
sured in the time series since relative photometric variations are
greater than 1 mmag for red giants with ∆ν ≤ 0.4 µHz (Fig. 5).
Accordingly, we have estimated the mean amplitude σt of the
oscillating signal: it directly compares to Amax. This extends the
validity of the relation found in the RGB by Hekker et al. (2012).
Extrapolation of Eq. (9) predicts Amax = 0.75 for modes with
νmax ≃ 0.02 µHz (periods about 580 days), hence a peak-to-
valley visible magnitude change of 1.

We did not consider superimposing the OGLE data on the
Kepler data in Figs. 4 and 5 since the different ways the data
have been treated preclude a direct comparison. In fact, DS10
already perform a comparison, based on the amplitude measure
in the I band, which agrees with the scaling relations found for
RGB stars observed by CoRoT and Kepler (Mosser et al. 2010;
Stello et al. 2010).

5. Individual frequencies

The mode identification for red giant oscillations observed by
CoRoT and Kepler is provided in an automated way by the uni-
versal red giant oscillation pattern (Mosser et al. 2011b). It is
based on the assumption that the near-homology of red giant
interior structure implies the homology of the oscillation spec-
tra, as verified by subsequent work (e.g., Corsaro et al. 2012).
The method, up to now tested for ∆ν ≥ 0.4 µHz and validated
by comparison with other methods (Hekker et al. 2011, 2012;
Verner et al. 2011; Kallinger et al. 2012), has been extrapolated
towards lower frequencies.

5.1. Parametrization of the spectrum

For red giants, it is useful to express the radial and low-degree
mode frequencies from the analytical expression (Mosser et al.
2011b)

νn,ℓ =

(
n + εobs +

αobs

2
[n − nmax]2 +

ℓ

2
− d0ℓ

)
∆νobs. (10)

The first three terms (n, εobs, and the second-order correction
in αobs) provide the expected mean location of the radial modes,
independent of small modulations that are due to inner-structure
discontinuities (e.g., Miglio et al. 2010). Compared to the radial

A137, page 5 of 13
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Solar-Like Oscillations in a
Massive Star
Kévin Belkacem,1,2* Réza Samadi,1 Marie-Jo Goupil,1 Laure Lefèvre,1 Fréderic Baudin,3
Sébastien Deheuvels,1 Marc-Antoine Dupret,1,2 Thierry Appourchaux,3 Richard Scuflaire,2
Michel Auvergne,1 Claude Catala,1 Eric Michel,1 Andrea Miglio,2 Josefina Montalban,2
Anne Thoul,2 Suzanne Talon,4 Annie Baglin,1 Arlette Noels2

Seismology of stars provides insight into the physical mechanisms taking place in their interior,
with modes of oscillation probing different layers. Low-amplitude acoustic oscillations excited by
turbulent convection were detected four decades ago in the Sun and more recently in low-mass
main-sequence stars. Using data gathered by the Convection Rotation and Planetary Transits
mission, we report here on the detection of solar-like oscillations in a massive star, V1449 Aql,
which is a known large-amplitude (b Cephei) pulsator.

Stars burn hydrogen into helium through
nuclear fusion during most of their life.
Once the central hydrogen gets exhausted,

the helium core starts contracting, and hydrogen-
shell burning takes over as the main energy source.
The subsequent evolution depends mostly on a
star’s mass at birth but also on the physical mech-
anisms occurring during the hydrogen-burning
phase. For instance, transport of chemical ele-
ments determines the helium core size, which is
crucial for the evolution of stars. Transport pro-

cesses such as turbulence and those induced by
rotation are not fully understood and are still
poorly modeled, but stellar seismology can pro-

vide important constraints provided that the modes
that probe the relevant regions are excited, de-
tected, and identified. Thiswill be the case for stars
oscillating over a large range of oscillation modes
probing different layers of the star.

Here, we report on the detection of solar-like
oscillations (high-frequency acoustic modes that
are damped but excited by turbulent convection
and probe superficial convective regions) in a
10–solar mass star, V1449Aql, already known to
be a b Cephei (it oscillates on unstable low-
frequency modes of high amplitude, also re-
ferred to as opacity-drivenmodes, which probe the
deepest regions of stars) (1).

The largest-amplitude mode in the Fourier
spectrum of V1449 Aql has been detected from
the ground (1, 2) at a frequency of 63.5 mHz. Those
pulsations are excited by a thermal instability known
as the k-mechanism (3), which in the present case
is related to the existence of an iron-opacity bump
located in the upper layers of massive stars. The

1Laboratoire d’Études Spatiales et d’Instrumentation en
Astrophysique, CNRS (UMR 8109), Observatoire de Paris, Place
J. Janssen, F- 92195Meudon, France; associatedwithUniversité
Pierre et Marie Curie and Université Denis Diderot. 2Institut
d’Astrophysique et de Géophysique de l’Université de Liège,
Allée du 6 Août 17–B 4000 Liège, Belgium. 3Institut
d'Astrophysique Spatiale, Université Paris-Sud 11 and CNRS
(UMR 8617), Batiment 121, F-91405 Orsay, France. 4Réseau
Québécois de Calcul de Haute Performance, Université de
Montréal, Casier Postal 6128, Succursale Centre-ville, Montréal,
Québec H3C 3J8, Canada.

*To whom correspondence should be addressed. E-mail:
kevin.belkacem@ulg.ac.be

Fig. 1. Fourier spectrum
of prewhitened light curve
obtained from the quasi-
uninterrupted 150 days
of observations, with a
duty cycle of 90%, of
the star V1449 Aql by
CoRoT, showing structures
that are reproduced over
the 100- to 250-mHz in-
terval. (Inset) Enlarged
part of the spectrum show-
ing a typical solar-like
structure. Below 100 mHz,
we enter the bulk regime
of unstable modes (fig.
S1), and the possible exis-
tence of many such modes
in this frequency domain then makes the deciphering of unstable versus stable modes quite delicate. Hence, to
remain conservative we restrict the discussion to frequencies above 100 mHz.

19 JUNE 2009 VOL 324 SCIENCE www.sciencemag.org1540
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iron-opacity bump in such a massive star induces
the existence of a convective zone in the upper
layers (4), which could be responsible for the ex-
citation of the detected modes.

Our results are based on the quasi-uninterrupted
(meaning, a duty cycle of 90%) light curve obtained
over 150 days with the Convection Rotation and
Planetary Transits (CoRoT) (5–7) Centre National
d'Etudes Spatiales (CNES) space mission (Fig. 1).
The dominant opacity-driven mode is located at
63.5 mHzwith an amplitude of 3.9 × 104 parts per
million (ppm).We looked for stochastically excited
modes with frequencies above 100 mHz; below this
limit, the existence of several opacity-driven modes
makes the analysismore difficult. No signal is found

above 250 mHz. In the frequency range 100 to
250 mHz, there are broad structures with a width
of several mHz, with low amplitudes of hundreds
of parts per million and well above the noise
level, which is around 1 ppm.

These structures are not the result of instru-
mental effects [supporting online material (SOM)
text]. To verify that they are not related to the ex-
istence of the opacity-drivenmodes, we carried out
prewhitening (SOM text), which suppresses the
influence of the dominant peaks and their harmon-
ics in the relevant frequency domain as well as
related aliases because of the observational inter-
ruptions. We validated our prewhitening method
through numerical simulations (SOM text).

Themodes associated with the broad structures
have a finite lifetime, in contrast with opacity-
driven modes, which are coherent oscillations
and therefore appear as sinus cardinal functions
in the Fourier spectrum. The amplitudes of these
oscillations vary stochastically in time, again in
contrast with the stationary property of the domi-
nant opacity-driven mode and its harmonics.
Their power is intermittent in time and dispersed
in terms of frequency (Fig. 2). Such behavior, typ-
ical of solar-likemodes (8), confirms the stochastic
nature of the structures. In contrast, the temporal
behavior of the second harmonic of the funda-
mental opacity-driven mode, which lies in the
same frequency interval, is centered on a single
frequency (Fig. 2, bottom). The widths of the de-
tected high-frequency modes show that they are
damped, which is a signature of modes excited
by turbulent convection.

We looked for regularly spaced patterns in the
Fourier spectrum, which are a characteristic
signature of those modes. An autocorrelation of
the Fourier spectrum shows periodicities centered
around 5, 14, and 27 mHz (Fig. 3), indicating the
existence of periodicities in the power spectrum.

Theoretical calculations show that these prop-
erties, interpreted as damped acoustic modes ex-
cited by turbulent convection, are compatible with
solar-like oscillations of a massive main sequence
star. We carried out numerical simulations using a
10–solar mass stellar model that is appropriate
for V1449 Aql in that it corresponds to the obser-
vational constraints obtained from ground-based
observations (9). A comparison between the the-
oretical and observational autocorrelations shows
that the observed frequency spectrum is compat-
ible with the presence of modes of angular degrees
l = 0, 1, and 2, characterized by a large frequency
separation around 27 mHz, with 1-mHzwidths and
a rotational splitting of 2.5 mHz related to a
rotation with an axis inclined by 90° with respect
to the line of sight (SOM text).

Mode amplitudes obtained from theoretical
computations of the line width (10) and the en-
ergy supplied in the mode by turbulent convec-
tion (11) reach several tens of parts per million,
which iswell above theCoRoTdetection threshold
and in agreement with observations. Our calcula-
tions show that excitation by the turbulent convec-
tivemotions associatedwith the iron-opacity bump
in the upper layers of the star is efficient. This
driving is operative when the convective time scale
of energy-bearing eddies is close to the modal pe-
riod, which explains why modes in the frequency
range of 100 to 250 mHz are observed.

In summary, we showed that the broad struc-
tures at high frequencies detected in the CoRoT
Fourier spectrum of the star V1449 Aql are not
the result of instrumental effects, are indepen-
dent of the opacity-driven modes, and present
regularly spaced patterns that are characteristic
of high-frequency acoustic modes. These struc-
tures have the theoretically expected properties
of solar-like oscillations: modes excited by turbu-
lent convection.

Fig. 2. Time-frequency diagram, using a Morlet wavelet with a 20-day width (8). (Top) Solar-like
mode in the prewhitened light curve shown in the inset of Fig. 1, which exhibits a time-dependent
behavior and a spreading over several mHz. (Bottom) For comparison, the second harmonic of the
dominant peak, associated with the opacity-driven mode in the unprewhitened light curve.

Fig. 3. Autocorrelation
of the power-density
spectrum associated with
V1449 Aql. The red curve
corresponds to the auto-
correlation smoothed with
a boxcar average width of
0.60 mHz. The autocor-
relation has been com-
puted between 130 and
300 mHz. The domain be-
low 130 mHz is not consid-
ered to avoid the low-order
modes, which in general
depart from the regular
spacing expected with the
high-order p modes.
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Belkacem+2009 (Science 324), figs. 1 & 2

See also Degroote+2010 (A&A 519)
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Theoretical Prognostications
• Belkacem+2010: 
• p modes excited by both core and Fe convection zones 
• amplitudes 10 ppm @ >100 μHz, 100 ppm @ <100 μHz 

• Samadi+2010: 
• low-order g modes excited by core convection 
• high-order g modes excited by Fe convection 
• amplitudes 10 ppm @ 3 μHz  

• Shiode+2013: 
• g modes excited by core convection 
• ensemble brightness variations 10 ppm @ 10 μHz 

• Aerts & Rogers 2015: 
• g modes excited by core convection (2-D hyro) 
• amplitudes 100 ppm @ 3 μHz (may be over-estimated) 
• link with macroturbulence?



Evidence for a Link with Macroturbulence

Turbulent pressure in massive star envelopes 5

Fig. 4.— Spectroscopic HRD with coloured regions representing the maximum fraction of turbulent pressure as derived from a best-fit of the tracks in Fig. 1.
Circles represent the observed O-B stars, colour coded according to their spectral line shape as in Simón-Dı́az (2015), i.e. following the ratio between the projected
rotational velocity v sin i and the macroturbulence velocity vmacro. In the left panel stars with line profiles showing a clear contribution from macroturbulence
are located, while the right panel includes stars with line profile showing a dominant rotational broadening and a less clear contribution from macroturbulence.
The bigger circles bordered in black indicate stars showing vmacro higher than 50 km/s. The gray bands indicate the �mechanism instability strip for SPB stars
(Miglio et al. 2007).
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Fig. 5.— vmacro as a function of the maximum fraction of turbulent-to-total
pressure derived from a fitting of the tracks described in Sect. 3. The circles
are color coded as in Fig. 4 with the crossed-black circled dots indicating the
stars with vmacro > 50 km/s and log(L /L�) < 3.3. The dashed line indicates
the 50 km/s level (see Fig. 4).

is in agreement with the indication that macroturbulence can
be suppressed in strongly magnetic stars, given that such a
field might e↵ectively inhibit convective motions in the FeCZ
(Sundqvist et al. 2013).

At the moment, turbulent pressure fluctuations appear to
be the only mechanism which may excite high-order oscil-
lations in luminous stars (log(L/L�) > 4.5) in the wide e↵ec-
tive temperature regime for which strong macroturbulence is
observed.
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Massive-Star Instability Strips
128 A. A.

Fig. 3. Instability domains in the upper main sequence computed using the OPAL opacities. Slowly
Pulsating B stars are unstable only to nonradial high-order gravity modes. A similar instability was
found for massive stars in addition to the Cep-type instability. For the classical instability strip,
only Blue Edge is shown. A few evolutionary tracks for the indicated values of M are shown.
Observational data are due to Balona (1994a, NGC 3293), Balona and Koen (1994, NGC 4755),
Balona and Laney (1995, NGC 6231), Sterken and Jerzykiewicz (1993, Cep in field), North and
Paltani (1994, SPB), Waelkens et al. (1998, new SPB discovered by Hipparcos), and Garcia et al.
(1995, Sct).

placement can be clearly seen in behavior of the opacity derivative which is of
crucial importance for the instability (see Seaton 1993, Dziembowski 1994, Pamy-
atnykh 1994). A straightforward consequence of this difference is a displacement
of the Cep and SPB instability domains determined with the OP data towards

Pamyatnykh 1999 (Acta Ast 49), fig. 3



Post-MS Extension of Instability Strips

function is a series of sinusoids (see Walker et al. 2005b). Pe-
riodicities were identified and refined as follows.

1. A frequency/amplitude was identified from the DFT. The
amplitude and phase were refined via NLLS. The fit function
was subtracted from the data, and a new set of parameters was
identified from the residuals. The new amplitude and phase was
refitted along with all other previously identified amplitudes
and phases. The new function was then subtracted from the orig-
inal time series and new parameters identified. This process is
repeated until the next identified frequency has a signal-to-noise
ratio S/Nð Þ # 3:6 (k3 ! detection; Kuschnig et al. 1997).

Noise is defined as the mean of the amplitude spectrum
$3 cycles day%1 centered on the identified frequency. The am-
plitudes are 3 ! clipped until the mean converges or until the
noise of the entire frequency range is reached. (The frequency
range between 0 and 10 cycles day%1 has a noise of 0.22 mmag.)

2. Once the 48 frequencies were identified, the three lowest
frequencies, along with their amplitudes and phases, were fitted
simultaneously by NLLS.

3. The parameters from step (2) were fixed, and all other fre-
quencies, amplitudes, and phases were simultaneously fitted to
the original light curve.

We separate the fitting of the parameters in steps (2) and (3) to
ensure convergence of the fit. This procedure is similar to low-
pass filtering of the data (i.e., removal of as much of the long-
term trend as possible before proceeding). The parameters from
step (2) are necessary to improve the residuals. The results are
presented in Table 1. Figure 2 shows the DFTand the DFTof the
comparison star and the fit parameters with bootstrapped errors
(described in the following paragraph). The lowest frequency f3
in Table 1 has a period of 47 days, which is longer than the data
and likely to be less accurate.

To assess the precision of our parameter fitting method in
steps (2) and (3), we use a bootstrap technique (see, e.g., Wall &
Jenkins 2003). The steps (2) and (3) are (separately) repeated
10,000 times with a new light curve that is derived from points
randomly selected from the original light curve. The new light

curve has the same number of data points as the original, with
the possibility that some points may be repeated. This essentially
introduces random gaps in the data. Figure 3 shows a typical dis-
tribution for a parameter set. The ! of the distribution is used to
estimate the 1 ! error bars of each parameter.

Fig. 2.—Amplitude spectra from discrete Fourier transforms for the light
curves of HD 163899 (solid line) and the comparison star HD 164388 (dashed
line), where the sign of the amplitude of the comparison star is inverted for better
visibility. Dots and triangles with error bars indicate the frequency/amplitude
obtained for HD 163899. Peaks at 1 and 2 cycles day%1, conspicuous in the com-
parison star, are artifacts typical of the MOST photometry. [See the electronic
edition of the Journal for a color version of this figure.]

Fig. 3.—Bootstrap distributions of parameters for the frequency f1. They rep-
resent the number of the cases at each parameter bin resulting from 10,000 light
curves produced by inserting random gaps into the original. At the top of each di-
agram themean value" and the standard deviation! of the distribution are indicated.
Each diagram from the bottom to the top shows the distribution for the frequency # in
cycles day%1, the amplitude in millimagnitudes, and the phase $ in radians.

Fig. 4.—Massive star models that excite p-modes (triangles) and g-modes
(inverted triangles) shown along the evolutionary track for each mass. The mod-
els that excite both g- and p-modes appear as stars. The large square with error bars
indicates the position of HD 163899 estimated from the spectral type B2 Ib/ II.

g- AND p-MODES IN HD 163899 1113No. 2, 2006

Saio+2006 (ApJ 650), figs. 4 & 7

If we assume that HD 163899 rotates at a speed of about
100 km s!1, an average for B2 Ib/II (Abt et al. 2002), the rotation
frequency would be "0.1 cycles day!1. If we assume l # 3 for
observed pulsation modes, we expect that observed frequencies
would be shifted by at most "$0.3 cycles day!1 from !(rot)s,
which we assume to be close to those obtained for ! ¼ 0. This
effect would nearly fill the frequency gap between p- and g-modes,
and make the predicted frequency distribution roughly consis-
tent with the observed one for HD 163899.

It is not possible to perform a detailed comparison between the
detected frequencies and theoretical predictions until accurate
information on the parameters of HD 163899, such as effective
temperature, luminosity, and rotation speed, is available. The
most important finding in our modeling exercises is the fact that
g-modes can be excited in postYmain-sequence models, which
suggests the presence of a new group of variable stars. We dis-
cuss, in x 4, the properties of excited g-modes.

Figures 4 and 5 indicate that earlier B supergiants should pul-
sate in p-modes. This theoretical prediction is consistent with the
recent observational result of Kaufer et al. (2006), who detected
short-period line profile variations in HD 64760 (B0.5 Ib).

Before we proceed to x 4, we note that there are strongly ex-
cited very low frequency modes, which are most clearly seen
as a lowest frequency branch in the frequency-TeA diagram for
20 M& in Figure 5. The amplitude of these modes is strongly
confined to the exterior of the bottom of the Fe convection zone.
The frequencies are so low that these modes are propagative even
at the outer boundary. Since we use a reflective boundary condi-
tion at the outer boundary, we do not regard the stability of these
modes to be accurate. In addition, the property of these modes
would be modified significantly in the presence of slow rotation.
Therefore, we have not included these modes in Figure 4. We
leave these modes for future investigations.

4. EXCITATION OF g-MODES

We have found that g-modes are excited in massive postY
main-sequence stars, whose central part is in radiative equilib-
rium. This looks contrary to the general thought that g-modes
should be damped due to very strong dissipation expected in a
radiative core where the Brunt-Väisälä frequency is very high.
The excitation becomes possible, however, due to the presence
of a fully developed convective shell associatedwith the hydrogen-
burning shell in amassive star. (Fully developed convectionmeans
that convectivemixing is strong enough to homogenize the chem-
ical composition.) Since a g-mode pulsation is evanescent in the
convection zone, it can be reflected at the boundary. In other
words, the convective shell can prevent a g-mode from penetrat-
ing into the radiative core.

Figure 7 shows runs of Lamb frequency, L2l ¼ l(l þ 1)c2s r
!2,

and Brunt-Väisäla frequency, N2, which is approximately writ-
ten for an ideal gas as

N2 " g

Hp

d ln T

d ln P

! "

ad

þ d ln "

d ln P

! "
! d ln T

d ln P

! "# $
; ð2Þ

where cs is the adiabatic sound speed, r is the distance from the
stellar center, g is the local gravity,Hp is the pressure scale height,
P is the pressure, and " is the mean molecular weight. Frequen-
cies of excited g-modes of l ¼ 2 are shown by dotted horizontal
lines. In this figure all quantities are normalized by GMR!3.

Roughly speaking, the radialwavenumber of a g-mode that pul-
sates with an angular frequency # is proportional to #!1 (N2!½

#2)(L2
l ! #2)+1/2. Therefore, g-modes are radially propagative

only if #2 < N 2 and #2 < L2l , and evanescent otherwise (see,
e.g., Unno et al. [1989] and Cox [1980] for details). Since both
N2 and L2l are very large in the radiative core, we expect a very
large wavenumber (i.e., very short wavelength) and hence a large
radiative damping for a g-mode in the central part. This is the
reasonwhywe do not generally expect g-modes to be excited in a
postYmain-sequence star with a radiative nondegenerate core.
In a massive postYmain-sequence star, however, a fully devel-

oped convection zone appears at the hydrogen-burning shell,
which is seen as a narrow gap around log T , 7:5 in Figure 7.
This zone, where g-modes are evanescent, can reflect some
g-modes and prevent them from penetrating into the core. This
effect reduces radiative damping in the core significantly and
hence helps the $-mechanism in the envelope excite the mode.
Figure 8 shows the work W, differential work dW /d(!log T ),

radial displacement amplitude, andkinetic energy distribution (top)
of an excited g-mode. The pulsation is excited if the value of W is
positive at the surface. [The differential work dW /(!d log T )> 0
means that the zone drives pulsation.]We see that the amplitude
and kinetic energy suddenly becomes very small interior to the
point at log T " 7:5, where the fully convective zone is located.
This indicates that the reflection at the convective shell actually
occurs for this mode. Such a reflection at the convective shell is
essential for a g-mode to be excited in a postYmain-sequence star
by the $-mechanism at the Fe bump of opacity. All postYmain-
sequence models that excite g-modes in Figure 4 have a fully de-
veloped convection zone associated with the hydrogen-burning
shell. On the other hand, in a stable range of 4:16P log TeAP 4:20
for 13 M& (Fig. 6), for example, no fully developed convective
zone is present at the hydrogen-burning shell (i.e., the whole
convectively unstable layers are semiconvective only).
Only a few selected g-modes are reflected at the convection

zone and excited by the Fe bump in an appropriate frequency
range. Figure 9 compares the kinetic energy distribution of an
excited l ¼ 2 g-mode (thick solid line) to that of a damped mode

Fig. 7.—Runs of the square of the Brunt-Väisälä frequency, N2, and the
square of Lamb frequency, L2l ¼ l(l þ 1)c2s /r

2, for l ¼ 1; 2; 3. Horizontal dotted
lines indicate the angular frequencies (#) of g-modes of l ¼ 2 excited in this
model. All the quantities in this figure are normalized by GMR!3.

SAIO ET AL.1116 Vol. 650
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Figure 9. Instability strips for ` = 0–3 oscillation modes in the upper part of the Hertzsprung-Russell diagram. Separate strips are shown for the � Cephei (! > 1)
and slowly pulsating B-type (SPB; ! < 1) classes of pulsating stars. The ZAMS and red edge of the main sequence (REMS) are shown for reference, as are
evolutionary tracks for models with selected masses (labeled in solar units along the ZAMS). The red edges of the post-MS SPB strips are drawn with a dotted
line, indicating that the positioning of these edges is an artifact of our numerical procedure.

stability criterion is assumed.
We select points i = i1, i2, i3, . . . along each of the 182 tracks

(where i is the timestep index; see section 6.4 of Paper I),
chosen so that i1 corresponds to the ZAMS,

i2�1X

i=i1

8>><
>>:

"
log(Te↵,i+1/Te↵,i)

�T

#2
+

"
log(Li+1/Li)
�L

#29>>=
>>;

1/2

⇡ 1 (22)

across the (i1, i2) pair, and similarly for subsequent pairs.
Here, �T and �L are dimensionless weights which control
the spacing of points in e↵ective temperature and luminos-

ity; we adopt the values 0.004 and 0.011, respectively, for
these weights. At the selected points, GYRE searches for un-
stable oscillation modes with the harmonic degrees consid-
ered. First, GYRE solves the adiabatic oscillation equations to
find eigenfrequencies �ad falling in the range extending from
the asymptotic frequency of the gravity (g) mode with radial
order n = 400, up to the asymptotic frequency of the pressure
(p) mode with radial order n = 10. Each �ad is then used as
an initial guess in finding a corresponding eigenfrequency �
of the full non-adiabatic oscillation equations. The real and
imaginary parts of � give the linear frequency ⌫osc and the

Paxton+2015 (ApJS, in press), fig. 9



Mode Selection in SPB Stars: Still a Mystery
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Table 5 – continued

HD ⌫ (d�1) `(V
rot

=0) (`,m)
⇥
V min

rot

;V max

rot

⇤ �
⌫min

rot

; ⌫max

rot

 

206540 0.72002 1 (1,0) [17;149] {0.0932;0.8165} (1,0) [160;177] {0.8768;0.9699}
(1,-1) [15;21] {0.0822;0.1151} (1,1) [15;85] {0.0822;0.4658}
(2,0) [59;85] {0.3233;0.4658} (2,1) [21;40] {0.1151;0.2192}
(2,2) [15;25] {0.0822;0.1370}

0.62125 1, 2, 4 (1,0) [15;149] {0.0822;;0.8165} (1,0) [160;177] {0.8768;0.9699}
(1,-1) [15;35] {0.0822;0.1918} (1,1) [15;65] {0.0822;0.3562}
(2,0) [15;17] {0.0822;0.0932} (2,0) [20;60] {0.1096;0.3288}
(2,-1) [15;76] {0.0822;0.4165} (2,1) [15;25] {0.0822;0.1370}
(2,-2) [15;21] {0.0822;0.1151} (2,2) [15;15] {0.0822;0.0822}

0.38271 1, 2 (1,0) [15;55] {0.0822;0.3014} (1,-1) [15;149] {0.0822;0.8165}
(1,1) [15;15] {0.0822;0.0822} (2,-1) [25;75] {0.1370;0.4110}
(2,-2) [15;36] {0.0822;0.1973} (r,-1) [160;177] {0.8768;0.9699}

2� – radial velocity within 2�; 6� – radial velocity within 6�;
! – accepted �2 6 3.3; !! – accepted �2 6 4.6;
? – no constraints; in italics are printed modes without a common range of V

rot

with other frequency peaks.

` = 4 mode. In fact, this solution was found also by us but
we rejected it because this mode was stable.

4 SUMMARY

We obtained a mode identification or at least constraints
on angular numbers (`, m) for 31 SPB stars. Simultane-
ously, we derived bounds on the rotational velocities of the
stars we examined. It should be noted, that the results de-
livered by the presented method depend on the model pa-
rameters. It would be very interesting to verify them on the
SPB stars for which the inclination angle and/or rotation
period are known from independent determinations. We see
such prospects in the forthcoming two-colour photometric
data from the BRITE satellites and follow-up spectroscopic
observations.

To summarize our results, we constructed histograms
showing the distributions of the mode degree, `, (Fig. 5),
azimuthal order, m (Fig. 6), the intrinsic mode amplitude,
" (Fig. 7), the values of V

rot

and V
rot

sin i (Fig. 8), and the
inclination angle, i (Fig. 9). Due to the fact that for some
frequencies the identification was not unambiguous, we shall
now explain how we have counted the modes with a given
value of the mode degree or azimuthal order. In the case of
the modes for which we found j combinations of (`, m) and
` or m occurred i times, we counted such angular numbers
i/j times. The histograms for V

rot

and i were constructed in
a similar way.

When we neglect all e↵ects of rotation, most of the
modes appeared to be dipole modes (see Fig. 5). Some modes
were quadrupole modes and very few had ` equal to 3 or 4.
None of the frequencies had ` = 5 or 6. If the e↵ects of
rotation were included, the number of the dipole modes de-
creased significantly and number of the quadrupole modes
was approximately doubled. We also obtained slightly larger
number of the modes with ` higher than 2. Despite this, only
very few modes had ` > 3. One can see also that there were
fewer modes with ` = 3 and 5 than modes with ` = 4 and 6.
This is because the odd degree modes have lower visibility
(see Daszyńska-Daszkiewicz et al. 2002, 2015).
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Figure 5. The number of the modes with di↵erent values of the
harmonic degree, `, obtained with (black filled bars) and without
(hatched bars) the e↵ects of rotation taken into account.

From Fig. 6 one can see that zonal modes are quite nu-
merous amongst our sample of the 31 stars. We have to
admit that we do not have any explanation of that fact.
Maybe this is the case or it can result from model uncer-
tainties and/or limitations of the method we applied. The
number of sectoral retrograde and prograde modes is about
the same and if we count them all, the number of the sec-
toral modes becomes only slightly smaller than the number
of the zonal modes (cf. the insert of Fig. 6). Some modes
with higher values of m also happen.

In the method we used, the values of the intrinsic mode
amplitude, ", are derived from observations (equation 3) and
used to constrain mode identification. The histogram for " is
shown in Fig. 7. An interesting fact is that most values of "
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Figure 6. The number of the modes with di↵erent values of the
azimuthal order,m. The insert shows the histogram of the number
of the zonal (z), sectoral retrograde (sr), sectoral prograde (sp)
and tesseral (t) modes.
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Figure 7. Distribution of the values of " for the frequency peaks
of the studied stars.

are much smaller than the adopted upper limit, "
max

= 0.01.
A similar result was obtained for the frequency peaks of
µ Eri by Daszyńska-Daszkiewicz et al. (2015). In the case
of our sample of stars, above 60 per cent of the frequency
peaks have " below 0.005. If we limit the sample to the stars
with the radial velocity measurements, the number of the
frequency peaks with " < 0.005 increases to above 80 per
cent.

In Fig. 8, we present a histogram showing the distri-
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Figure 8. Distribution of the values of V
rot

sin i (hatched bars)
and the values of V

rot

(black solid bars) we obtained simultane-
ously with the identification of (`, m) for the studied stars.
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Figure 9. Distribution of the inclination angle, i, for the stars of
Table 1.

bution of the values of the rotational velocity we obtained
and the projected rotational velocity. One can see that a
substantial number of the programme stars have V

rot

sin i
below 40 km s�1.

One can observe a quick decrease of the number of stars
with large values of V

rot

sin i, and there are no stars with
V
rot

sin i higher than 160 km s�1. The view is quite di↵erent
when we consider the ‘true’ value of the rotational velocity.
In the first place, stars rotating below 40 km s�1 are not
most numerous and there are stars with rotational velocities

c� RAS, MNRAS 000, 1–21
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Figure 13. History of convective core extent during the main sequence for a non-
rotating 1.5 M⊙ star with various mixing options. The plot shows the boundary
of convection not including the extent of semiconvection or overshooting.
(A color version of this figure is available in the online journal.)

Figure 14. H-R diagram for the non-rotating 1.5 M⊙ star with various mixing
options. Tracks are displayed from ZAMS until depletion of core hydrogen to
X = 10−5.
(A color version of this figure is available in the online journal.)

We evolved a non-rotating 1.5 M⊙ star with (Y,Z) = (0.23,
0.02) through central hydrogen burning using Ledoux, Ledoux
plus semiconvection, Schwarzschild, and Schwarzschild plus
overshoot. As is evident in Figure 13, this set of physical
processes leads to a large range of convective core masses and
thereby MS lifetimes. For the parameters explored we found
that overshooting increases the lifetime by a factor !1.2 for
Schwarzschild and !2.5 for Ledoux. Figure 14 shows an
H-R diagram for each of the 1.5 M⊙ models undergoing core
hydrogen burning, showing the impact of convective core extent
on MS turnoff morphology.

We also evolved a non-rotating 3 M⊙ star with (Y,Z) =
(0.25, 0.02) through central helium burning. Overshooting ex-
tends the burning lifetime by a factor !1.6 for Schwarzschild
and !2.8 for Ledoux (see Figure 15). Although this length-
ening of the core burning phase is always true of convective
overshoot, we find that the extension of the overshoot and con-
vective regions is sensitive to the temporal resolution adopted.
With sufficiently large values of fov, the upper boundary de-
velops oscillatory behavior which can also affect the lifetime.
This behavior also occurs with the step-function implementa-

Figure 15. History of convective core extent during the core helium burning
phase for a non-rotating 3 M⊙ star with various mixing options, as in Figure 13.
Time is measured relative to the onset of the convective core burning. Efficient
semiconvection (αsc = 0.01) and inefficient overshooting (fov = 10−5)
coincide with the pure Schwarzschild model. The filled (open) circle indicates
the time for which we display a profile detailing semiconvection (overshooting)
in Figure 11.
(A color version of this figure is available in the online journal.)

tion of overshoot. This instability is not seen in overshoot during
hydrogen burning and has yet to be studied in detail.

5. EVOLUTION BEYOND THE MAIN
SEQUENCE AND WHITE DWARFS

Extending the verification of Paper I, we now compare to
other available codes for intermediate-mass stars, 3–8 M⊙. We
describe the techniques used by MESAstar to evolve stars
through the AGB phase to the WD cooling sequence. We also
demonstrate howMESAstar incorporates compressional heating
from accretion.

5.1. Code Comparisons during Helium Core Burning

We start by comparing the results of MESAstar to those from
the Dartmouth Stellar Evolution Program (DSEP; Dotter et al.
2008) for stars with M = 3–8 M⊙. In both cases, the models
were evolved from the PMS to the depletion of helium in their
cores. For completeness, the MESAstar models were further
evolved to the occurrence of the first helium thermal pulse.

All models have an initial composition Y = 0.272, Z = 0.02,
and no mass loss or rotation was included. The boundaries of
mixing zones are determined by the Schwarzschild criterion
with αMLT = 2. In order to compare the codes, we do not allow
overshooting or semiconvection. We adopt the Kunz et al. (2002)
rate for 12C(α, γ )16O and the Imbriani et al. (2004) rate for
14N(p, γ )15O; for all other rates we use the NACRE compilation
(Angulo et al. 1999). We use the OPAL Type 2 opacity tables
(Iglesias & Rogers 1993) to account for the carbon- and oxygen-
enhanced opacities during helium burning.

The resulting tracks in the H-R diagram of Figure 16 and
the evolution in the Tc–ρc plane of Figure 17 show excellent
agreement between the codes. Figures 18 and 19 show the
hydrogen-burning luminosity, the helium-burning luminosity,
and the extent of the convective core during convective helium
core burning for a 4 M⊙ model (Figure 18) and a 6 M⊙ model
(Figure 19). Table 3 gives a summary of the core hydrogen
burning lifetime, the core helium burning lifetime, the final
extent of the convective core during central helium burning, and

13
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Period Spacing Modulation due to Features in the Buoyancy 
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Figure 16. Same as Fig. 13 for 6.0 M⊙ models. In the homogeneous ZAMS

model (Xc ≃ 0.7, full lines), a sharp variation in N located at !0/!r ≃ 0.8

generates a periodic signal of small amplitude in the period spacing. Note

that for this model, to make such a component more visible in "P, the y-axis

scale has been modified.

approximatively an alias (1 − 0.2) of the source at 0.8 !0/!r. The

amplitude of this signal increases with the stellar mass as the contri-

bution of this opacity bump becomes dominant in the behaviour of

∇ rad (and therefore of N). In fact, for large enough stellar masses, a

convective shell can appear at a temperature ∼3 × 106 K. The ampli-

tude of such components is, however, less than 1000 s and therefore

much smaller than the amplitude due to the chemical composition

gradient at the edge of the convective core.

The g-mode period spacing is clearly different depending on the

mass and age of the models. While in models without (or with a

very small) convective core the mean value of the period spacing

decreases with age (see Section 4.1.1), for more massive models

the period spacing does not significantly change with age. In stars

with larger convective cores, the chemical composition gradient is

located at a larger fractional radius, giving a smaller contribution

to
∫

N
x ′ dx ′, and thus to "P, as predicted from the asymptotic ex-

pression. In these models, the age effect is made evident, however,

through the appearance of the periodic signal in the period spacing,

whose periodicity is directly linked to the chemical gradient left by

the evolution of the convective core.

4.2 Effects of extra-mixing

The comparison between theoretical models and observations

clearly shows that the standard stellar modelling underestimates

the size of the central mixed region (see e.g. Andersen, Clausen

& Nordstrom 1990; Ribas, Jordi & Giménez 2000). This fact is

generally accepted, but there is no consensus about the physical

processes responsible for the required extra-mixing that is missing

in the standard evolution models: overshooting (e.g. Schaller et al.

1992), microscopic diffusion (Michaud et al. 2004), rotationally in-

duced mixing (see e.g. Maeder & Meynet 2000; Mathis, Palacios &

Zahn 2004, and references therein) or mixing generated by propa-

gation of internal waves (e.g. Young & Arnett 2005). The shape of

the composition transition zone is a matter of great importance as

far as asteroseismology is concerned. In particular, it significantly

affects the term ∇µ appearing in the Brunt–Väisälä frequency and

plays a critical role in the phenomenon of mode trapping.

It is therefore evident that the size and evolution of the convective

core, as well as the µ gradients that it generates, can be strongly af-

fected by the occurrence of mixing processes. In the following para-

graphs, we study how these effects are reflected on the high-order g

modes. We have computed models with overshooting, microscopic

diffusion, turbulent mixing, and we have compared their adiabatic

g-mode periods with those derived for models computed without

mixing and with the same central hydrogen abundance.

4.2.1 Overshooting

Penetration of motions beyond the boundary of convective zones

defined by the Schwarzschild stability criterion has been the subject

of many studies in an astrophysical context (see e.g. Zahn 1991).

Unfortunately, features such as extension, temperature gradient and

efficiency of the mixing in the overshooting region cannot be derived

from the local model of convection currently used in stellar evolution

computations. As a consequence, this region is usually described

in a parametric way. In the models considered here, the thickness

of the overshooting layer ov is parametrized in terms of the local

pressure scaleheight Hp: ov = β × (min (rcv, Hp(rcv))) (where rcv

is the radius of the convective core and β is a free parameter). We

assume instantaneous mixing both in convective and in overshooting

regions. The temperature gradient in the overshooting region is left

unchanged (i.e. ∇ = ∇ rad). Therefore, overshooting simply extends

the region assumed to be fully mixed by convection. The larger

hydrogen reservoir, due to an increase of the mixed region, translates

into a longer core-hydrogen burning phase.

The adopted amount of overshooting also determines the low-

est stellar mass where a convective core appears. For sufficiently

large values of β, the convective core that develops in the pre-main-

sequence phase persists during the main sequence in models with

M < MLcc (as in Fig. 9). In these models, the convective core is

maintained thanks to the continuous supply of 3 He that sustains the

highly temperature-dependent nuclear reaction 3He + 3He →4He +
1H + 1H, keeping the proton–proton chain in an out-of-equilibrium

regime. The inclusion of overshooting changes the value of the mass

corresponding to the transition between models with a convective

core that grows/shrinks during the main sequence (Fig. 9, right-hand

panel). Finally, the effect of overshooting on the µ gradients depends

on whether the nuclear reactions occur only inside the convective

core or also outside. In Fig. 17, we present the chemical composi-

tion profile, the behaviour of N and of the period spacing, in models

computed with overshooting (β = 0.2). These models have a larger

fully mixed region than those computed without overshooting. The

chemical composition gradient is then displaced to a higher mass

fraction. If we compare with models of similar central hydrogen

abundance, however, this does not necessarily imply that the sharp

feature in N is located at a different normalized buoyancy radius

(!0/!µ).

(i) In 6 M⊙ models (right-hand column in Fig. 17), for instance,

neither the sharpness of the abrupt variation in N nor its location in

terms of !µ changes when comparing models computed with and

without overshooting.

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 386, 1487–1502
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Figure 16. Same as Fig. 13 for 6.0 M⊙ models. In the homogeneous ZAMS

model (Xc ≃ 0.7, full lines), a sharp variation in N located at !0/!r ≃ 0.8

generates a periodic signal of small amplitude in the period spacing. Note

that for this model, to make such a component more visible in "P, the y-axis

scale has been modified.

approximatively an alias (1 − 0.2) of the source at 0.8 !0/!r. The

amplitude of this signal increases with the stellar mass as the contri-

bution of this opacity bump becomes dominant in the behaviour of

∇ rad (and therefore of N). In fact, for large enough stellar masses, a

convective shell can appear at a temperature ∼3 × 106 K. The ampli-

tude of such components is, however, less than 1000 s and therefore

much smaller than the amplitude due to the chemical composition

gradient at the edge of the convective core.

The g-mode period spacing is clearly different depending on the

mass and age of the models. While in models without (or with a

very small) convective core the mean value of the period spacing

decreases with age (see Section 4.1.1), for more massive models

the period spacing does not significantly change with age. In stars

with larger convective cores, the chemical composition gradient is

located at a larger fractional radius, giving a smaller contribution

to
∫

N
x ′ dx ′, and thus to "P, as predicted from the asymptotic ex-

pression. In these models, the age effect is made evident, however,

through the appearance of the periodic signal in the period spacing,

whose periodicity is directly linked to the chemical gradient left by

the evolution of the convective core.

4.2 Effects of extra-mixing

The comparison between theoretical models and observations

clearly shows that the standard stellar modelling underestimates

the size of the central mixed region (see e.g. Andersen, Clausen

& Nordstrom 1990; Ribas, Jordi & Giménez 2000). This fact is

generally accepted, but there is no consensus about the physical

processes responsible for the required extra-mixing that is missing

in the standard evolution models: overshooting (e.g. Schaller et al.

1992), microscopic diffusion (Michaud et al. 2004), rotationally in-

duced mixing (see e.g. Maeder & Meynet 2000; Mathis, Palacios &

Zahn 2004, and references therein) or mixing generated by propa-

gation of internal waves (e.g. Young & Arnett 2005). The shape of

the composition transition zone is a matter of great importance as

far as asteroseismology is concerned. In particular, it significantly

affects the term ∇µ appearing in the Brunt–Väisälä frequency and

plays a critical role in the phenomenon of mode trapping.

It is therefore evident that the size and evolution of the convective

core, as well as the µ gradients that it generates, can be strongly af-

fected by the occurrence of mixing processes. In the following para-

graphs, we study how these effects are reflected on the high-order g

modes. We have computed models with overshooting, microscopic

diffusion, turbulent mixing, and we have compared their adiabatic

g-mode periods with those derived for models computed without

mixing and with the same central hydrogen abundance.

4.2.1 Overshooting

Penetration of motions beyond the boundary of convective zones

defined by the Schwarzschild stability criterion has been the subject

of many studies in an astrophysical context (see e.g. Zahn 1991).

Unfortunately, features such as extension, temperature gradient and

efficiency of the mixing in the overshooting region cannot be derived

from the local model of convection currently used in stellar evolution

computations. As a consequence, this region is usually described

in a parametric way. In the models considered here, the thickness

of the overshooting layer ov is parametrized in terms of the local

pressure scaleheight Hp: ov = β × (min (rcv, Hp(rcv))) (where rcv

is the radius of the convective core and β is a free parameter). We

assume instantaneous mixing both in convective and in overshooting

regions. The temperature gradient in the overshooting region is left

unchanged (i.e. ∇ = ∇ rad). Therefore, overshooting simply extends

the region assumed to be fully mixed by convection. The larger

hydrogen reservoir, due to an increase of the mixed region, translates

into a longer core-hydrogen burning phase.

The adopted amount of overshooting also determines the low-

est stellar mass where a convective core appears. For sufficiently

large values of β, the convective core that develops in the pre-main-

sequence phase persists during the main sequence in models with

M < MLcc (as in Fig. 9). In these models, the convective core is

maintained thanks to the continuous supply of 3 He that sustains the

highly temperature-dependent nuclear reaction 3He + 3He →4He +
1H + 1H, keeping the proton–proton chain in an out-of-equilibrium

regime. The inclusion of overshooting changes the value of the mass

corresponding to the transition between models with a convective

core that grows/shrinks during the main sequence (Fig. 9, right-hand

panel). Finally, the effect of overshooting on the µ gradients depends

on whether the nuclear reactions occur only inside the convective

core or also outside. In Fig. 17, we present the chemical composi-

tion profile, the behaviour of N and of the period spacing, in models

computed with overshooting (β = 0.2). These models have a larger

fully mixed region than those computed without overshooting. The

chemical composition gradient is then displaced to a higher mass

fraction. If we compare with models of similar central hydrogen

abundance, however, this does not necessarily imply that the sharp

feature in N is located at a different normalized buoyancy radius

(!0/!µ).

(i) In 6 M⊙ models (right-hand column in Fig. 17), for instance,

neither the sharpness of the abrupt variation in N nor its location in

terms of !µ changes when comparing models computed with and

without overshooting.
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Figure 17. Behaviour of the Brunt–Väisälä frequency (upper row), of the hydrogen abundance profile (central row) and of the ℓ = 1 g-mode period spacing

(lower row) in models of 1.2, 1.6 and 6 M⊙ computed with (thick lines) or without (thin lines) overshooting.

(ii) The situation changes in lower mass models, for example,

in 1.6 M⊙ models (central column in Fig. 17). Here, the periodicity

of the components in "P differs if we include overshooting or not.

A change in not only the location, but also in the value of the µ

gradient (as nuclear reactions take place outside the core as well), is

responsible for a different behaviour of the oscillatory components

in "P.

(iii) In models with a mass M ≃ MLcc, e.g. M = 1.2 M⊙, the

inclusion of overshooting dramatically increases the size of the fully

mixed region. The oscillatory components in "P have different pe-

riods and much larger amplitudes than in the case of models without

overshooting (see left-hand column of Fig. 17).

As we mentioned above, not only the extension of the overshoot-

ing region, but also its temperature stratification is uncertain. How-

ever, the effect on "P of considering convective penetration (∇ =

∇ad in the ‘extended’ convective core) instead of simple overshoot-

ing is found to be small (see Straka, Demarque & Guenther 2005;

Godart 2007).

4.2.2 Effects of microscopic diffusion

Other physical processes, different from overshooting, can lead to

an increase of the central mixed region or modify the chemical

composition profile near the core.

Michaud et al. (2004) and Richard (2005) have shown that mi-

croscopic diffusion can induce an increase of the convective core

mass for a narrow range of masses, from 1.1 to 1.5 M⊙, and that the

effect decreases rapidly with increasing stellar mass. In this mass

range, as previously described, the mass of the convective core in-

creases during the MS evolution instead of decreasing, as it occurs

for larger masses. As a consequence, a sharp gradient of chemical

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 386, 1487–1502
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Figure 21. Behaviour of the Brunt–Väisälä frequency (upper left panel), of

the hydrogen abundance profile (upper right panel) and of the ℓ = 1 g-mode

period spacing in models of 6.0 M⊙ computed with a turbulent diffusion

coefficient DT = 500.

As an example, we consider models of a 6 M⊙ star computed

with three different values of the turbulent-diffusion coefficient

DT = 5 × 102, 5 × 103 and 5 × 104 cm2 s−1. The lowest DT value

provides an evolutionary track that overlaps the one computed with

no mixing; however, its effect on the chemical composition gradient

(see Fig. 21) is sufficient to affect "P for high-order modes. In or-

der to significantly change the periods of low-order modes, a much

more effective mixing is needed. The value DT = 5 × 103 leads

to a slightly more luminous evolutionary track, but such a mixing

has a substantial effect on the period spacing: the amplitude of the

periodic components in "P becomes a decreasing function of the

radial order k (see Figs 21 and 22). As in the case of helium diffu-

sion (see Section 4.2.2), this behaviour can be easily explained by

the analytical approximation presented in Section 3.1 (equation 16),

provided the sharp feature in N is modelled not as a step function

but, for instance, as a ramp (equation 15).

If a significantly more effective mixing is considered (e.g. DT =
50 000; see Figs 20 and 23), the corresponding evolutionary track is

close to that obtained by including a classical overshooting but the

periodic components in "P are no longer present.

The effects of such a turbulent mixing on low-order gravity modes

and avoided crossings will be addressed in detail in a future work.

In order to check that our parametric approach is at least in qual-

itative agreement with the outcome of models where rotationally

induced mixing is treated consistently, we present for comparison a

sequence of models computed with the Geneva evolutionary code

(Meynet & Maeder 2000; Eggenberger et al. 2007). We considered a

6 M⊙ model with an initial surface rotational velocity of 25 km s−1,

the typical v sin i for SPBs stars (Briquet et al. 2007). As the model

evolves on the MS, the effects on the HR diagram (Fig. 24) and

Figure 22. As in Fig. 22 but for models with DT = 5000.

on the chemical composition gradient in the core (Fig. 25) are very

similar to those of the model computed with a uniform turbulent

diffusion coefficient DT = 5 × 103. This is not surprising since, in

the central regions, the total turbulent diffusion coefficient shown

Figure 23. As in Fig. 22 but for models with DT = 50000. The effect of

such a mixing on the evolutionary track is shown in Fig. 20.

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 386, 1487–1502
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Figure 4. Zoom-in of the period spectrum of KIC 7760680 (top panel) with the members of the period spacing series marked using vertical
dashed lines. The observed (middle panel) period spacing is shown along with a series from an appropriate stellar model, discussed in the
text, as comparison (bottom panel).
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Overstable Convection Modes
1816 H. Saio

Figure 1. Instability boundaries of various modes with selected evolution-
ary tracks. Black short-dashed and long-dashed lines are for low-order and
high-order (radial and non-radial) p modes, respectively. Dotted line is the
boundary above which monotonically unstable modes present. Red and blue
solid lines are for non-radial g modes with ℓ = 1 and 2, respectively. Dot–
dashed lines are for oscillatory convection modes (red line for ℓ = 1, blue
line for ℓ = 2) indicating the boundaries of the region where the ratio of
the photospheric to the maximum amplitude in the interior is larger than
0.2. The number written at the start of each evolutionary track indicates
the initial mass Mi in solar mass units. Wind mass-loss is included for the
evolutionary models with Mi ≥ 30 M⊙ based on Vink et al. (2001). Also
shown are positions of supergiant variable stars: variable B-type supergiants
(blue dots; Lefever et al. 2007); SD variables (cyan squares; van Genderen
2001) and α Cyg variables (red triangles; van Leeuwen, van Genderen &
Zegelaar 1998; van Genderen & Sterken 2002).

luminosity to mass ratio is sufficiently high (L/M ! 104 L⊙/M⊙)
and radiation pressure is dominant at least locally in the envelope.
The instability boundary is essentially the same as that obtained by
Kiriakidis et al. (1993) for Z = 0.02. In the hottest part, the strange
modes are associated with the Fe-opacity peak, while in relatively
cooler part the contribution from the opacity peak at the second
helium ionization becomes important.

The vertical part around log Teff ∼ 3.8 is the well-known blue
edge of the Cepheid instability strip.

A narrow vertical region indicated by a long-dashed line around
log Teff ∼ 3.8–3.9 in Fig. 1 indicates the excitation of relatively high-
order radial and non-radial modes due the strange mode instability
associated with the hydrogen-ionization zone. We will discuss these
modes in Section 3.3.

Monotonically unstable modes exist above the dotted line in the
most luminous part of Fig. 1, which will be discussed in Section 3.2.

In the regions surrounded by blue and red solid lines, non-radial
g modes are excited by the Fe-opacity bump; red and blue lines
for ℓ = 1 and 2 modes, respectively. Those g modes can be excited
even in the post-main-sequence models if the mass exceeds 12 M⊙,
because a convection zone above the hydrogen-burning shell can
block some g modes from penetrating to the core.

3.1 Oscillatory convection modes

The dot–dashed lines in Fig. 1 are the ranges where oscillatory
convection modes would be observable; red and blue lines are for
ℓ = 1 and 2 modes, respectively. The observability is determined
based on the ratio between the photospheric amplitude and the
maximum amplitude in the interior, which is discussed below.

Fig. 2 shows distributions of radial displacements (ξ r/r, bottom
panels) and kinetic energy density (dek/dr, top panels) of oscilla-
tory convection modes of ℓ = 1 in two (hot and relatively cool)
models from the Mi = 60 M⊙ (Z = 0.02) evolutionary sequence.
Two convection modes for each model are shown with selected
physical quantities. A convection zone can be recognized as a zone
where the ratio of radiative to total energy flux is less than unity
(i.e., Frad/Ftot < 1). The Fe-convection zone occurring in a tem-
perature range of 5.4 ! log T ! 4.9 has a considerable thickness
but contains very small mass ("10−3 M⊙ for the hotter model and
∼4 × 10−3 M⊙ for the cooler model). Because the gas density is
very low in the envelope of a massive star, the convective flux is less
than 50 per cent of the total energy flux. In addition, the low density
makes the gas pressure much smaller than the radiation pressure,
i.e., β ≪ 1 with β being the ratio of gas to total pressure.

Two modes shown for each model in Fig. 2 are the two shortest
period convection modes that are most likely observable, i.e., ratios
of the photospheric amplitude to the maximum amplitude in the
interior are largest (see also Fig. 3). The numbers in parentheses in
the bottom panels of Fig. 2 are normalized (by

√
GM/R3) complex

eigenfrequencies; the real part represents oscillation frequency and
imaginary part growth or damping rate. When the imaginary part
is negative the oscillation grows. The eigenfrequencies shown in
Fig. 2 indicate that the growth times are comparable to the periods.
The periods are comparable to the periods of g modes.

The kinetic energy of the oscillatory convection modes is confined
to and slightly above the convection zone in the hotter model, while
it is well confined to the convection zone in the cooler model. For
the convection modes shown in this figure, the oscillation amplitude
at the stellar surface is comparable to that in the convective zone,
indicating those modes are very likely observable.

Since oscillatory convection modes have short growth times, we
expect that they have substantial amplitudes in the convection zone.
For such a mode to be observable, however, the amplitude at the
stellar surface should be, at least, considerable relative to the am-
plitude in the convection zone. We assume that the possibility of
detecting these convection modes can be measured by the ratio of
the photospheric amplitude to the maximum amplitude in the inte-
rior. The ratio differs for different modes in a model and changes as
the stellar parameters change. The top panel of Fig. 3 shows vari-
ations of the ratio as a function of effective temperature along the
evolutionary track of Mi = 60 M⊙ for a few convection modes of
ℓ = 1 (triangles) and ℓ = 2 (squares). This figure shows that al-
though many convection modes exist in a model, only one or two
highest frequency modes (for each ℓ) have large values of the am-
plitude ratio and hence are potentially observable. Generally, the
amplitude ratio of each mode has a broad peak as a function of
effective temperature, and the peak value tends to be larger for
a mode with larger frequency (bottom panel) and larger growth
rate (middle panel). In other words, the visibility is highest for
largest frequency modes with highest growth rates in a certain ef-
fective temperature range (4.2 " log Teff " 4.6 for the Mi = 60 M⊙
models).

Fig. 4 shows contours of the amplitude ratio for the most visible
convection modes for ℓ = 1 (solid lines) and ℓ = 2 (dashed lines).

C⃝ 2011 The Author, MNRAS 412, 1814–1822
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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NB: Phase data require   
non-adiabatic models



Complication: Rapid* Rotation

*In the sense that 𝜈 = 2Ω/ωc > 1
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“…it will be very difficult to ascertain, from multi-color photometry alone,  
the identity of modes excited in a given rotating star.”
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1442 J. Daszyńska-Daszkiewicz et al.

Figure 3. The normalized instability parameter η as a function of the fre-
quency in the inertial system for g-modes at ℓ = 1 and r-modes at m = −1 in
Model 1 (see Table 1). Three values of a rotational velocity were considered:
0, 140, and 280 km s−1, marked as a, b, and c, respectively. Amplitudes of
the observed peaks in the y Strömgren passband are given on the right axis.

According to Lee (2010), the number of unstable retrograde g-
modes is much smaller if the truncated Legendre expansion is used
instead of the traditional approximation. Thus, perhaps some of
the modes that we allow should be excluded. On the other hand,
Savonije (2007) with his 2D models largely confirmed results of
Dziembowski et al. (2007) regarding instability of the retrograde
modes obtained with the approximation adopted in this work.

Following Stellingwerf (1978), we measure mode instability with
the normalized growth rate

η = W
∫ R

0

∣∣ dW
dr

∣∣ dr
,

where W is the usual work integral over the pulsational cycle. From
this definition, it follows that η varies in the range [−1, +1] and it
is positive (η > 0) for unstable modes, that we regard as possible
candidates for interpretation of the oscillation spectrum of µ Eri.

In Fig. 3, we show the values of η plotted against frequency in the
observer’s system for gravity modes with ℓ = 1 and r-modes with
m = −1 in Model 1. In each panel, we show also frequencies and the
y Strömgren amplitudes of the six significant peaks detected in µ

Eri. The mode frequencies were calculated for rotation rates 0, 140,
and 280 km s−1. Let us remind that in this model the mean effect

Figure 4. The same as Fig. 3 but for g-modes at ℓ = 2 and r-modes at
m = −2.

of centrifugal force is evaluated at Vrot ≈170 km s−1. However, our
intention here was to show only the effects of rotation induced by the
Coriolis force and the Doppler effect. Consequences of changes in
the model caused by the changes of centrifugal force at the same Teff

are much smaller. Fig. 4 shows the same but for the ℓ = 2 g-modes
and the m = −2 r-mode.

The top panels of Figs 3 and 4 show a pure effect of the Coriolis
force (m = 0). The frequencies of the unstable modes increase with
rotation rate. In the adopted approximation, the effect is equivalent
to a continuous increase of ℓ in non-rotating stars. Note that the
sequence ‘b’ in Fig. 4 is quite similar to the sequence ‘c’ in Fig. 3.
Both cover the range of the four lowest frequency peaks. However,
these peaks cannot be associated with consecutive radial orders, as

MNRAS 446, 1438–1448 (2015)
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intention here was to show only the effects of rotation induced by the
Coriolis force and the Doppler effect. Consequences of changes in
the model caused by the changes of centrifugal force at the same Teff

are much smaller. Fig. 4 shows the same but for the ℓ = 2 g-modes
and the m = −2 r-mode.

The top panels of Figs 3 and 4 show a pure effect of the Coriolis
force (m = 0). The frequencies of the unstable modes increase with
rotation rate. In the adopted approximation, the effect is equivalent
to a continuous increase of ℓ in non-rotating stars. Note that the
sequence ‘b’ in Fig. 4 is quite similar to the sequence ‘c’ in Fig. 3.
Both cover the range of the four lowest frequency peaks. However,
these peaks cannot be associated with consecutive radial orders, as
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• Fit multiple modes with consistent set of stellar parameters 
• Fit radial velocity data in addition to photometry 
• Only consider modes which are unstable 
• Only consider modes which have reasonable amplitudes

Daszynska-Daszkiewicz+2015 (MNRAS 446), fig. 3μ Eri



Mode Identification from LPV
182 M. Maintz et al.: Stellar and circumstellar activity of the Be star ωCMa. III.

Si III 4553 Mg II 4481 He I 6678 Fe II 5169 Hδ

Fig. 1. In order to minimize the influence of the emission contribution, not the absolute line profiles (top row: overplot of spectra, second row:
phased “dynamical” spectrum) are considered for modeling, but the residuals from the mean profile (third row: phased “dynamical” residuals).
While the emission seems negligible in January 1999 for He I 6678 and Mg II 4481, the residuals make clear that this kind of periodic lpv is
also present in Fe II 5169 or Hδ, which otherwise could have been misinterpreted as variability of the emission. If in such lines the variability
emerges from the disk emission or the photospheric absorption can only be clarified by comparison to emission-free lines on the one side and
pure emission lines on the other one (see also Paper II). The wings of Si III 4553 are blended with Fe II lines, which, however, are also modeled.
The blue side of Mg II 4481 is blended with Al III 4480 (modeled as well). The models computed with the two parameter sets giving local
minima in the χ2 distribution (see Sect. 2.3) are shown in the fourth row from top (lower vrot, see Table 1) and the bottom row (higher vrot,
see Table 2). The velocities are given in the heliocentric system. Note the relatively high positive systemic velocity of ωCMa. The translation
of residual intensity to greyscale is kept constant for a given spectral line to enable comparison of the lpv strength between models and
observations.

January 1999 (see Paper I) were taken into account for com-
parison with the models. Datasets taken in other seasons con-
firm that ωCMa was largely in quiescence during this period,
with the disk probably well detached from the stellar surface
(Rivinius et al. 2001a). This choice minimizes contamination
by the disk and its possible response to the nrp (e.g., transient
periodicity).

The following Sect. 2 introduces the model and model pa-
rameters, while in Sect. 3 the modeling results are presented
and discussed. Section 4 deals with the formation of spikes and
ramps, and in Sect. 5 the change of the lpv during outbursts (as

published in Paper II) will be investigated, showing a possible
solution based on nrp modeling. Final conclusions and addi-
tional perspectives arising from this series of papers on ωCMa
will be given in Sect. 6.

2. Non-radial pulsation modeling

As shown in Paper II, different spectral lines can exhibit differ-
ent lpv properties. This is both true for one-dimensional char-
acteristic numbers, like radial velocity amplitude, as well as for
the line-profile variability viewed in two dimensions (Fig. 1).

Maintz+2003 (A&A 411), fig. 1

• Moment method 
• Pixel-by-pixel 
• Fourier coefficients 
• Direct modeling



Interior Modeling: MESA & GYRE

• Adiabatic or non-adiabatic pulsations 
• Rotation via traditional approximation 
• Reads many model types 
• Robust & accurate 
• User friendly  
• Integrates with MESA for auto-astero

• 1-D hydrodynamical evolution 
• Comprehensive microphysics 
• Modern numerical techniques 
• Wide applicability 
• High performance 
• Extensive test suite

Open Source, Open Knowledge!

http://mesa.sourceforge.net/ https://bitbucket.org/rhdtownsend/ 
gyre/wiki/Home
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Magnetic OB Stars
6 M.E. Oksala et al.

� = 0.0 � = 0.2 � = 0.4

� = 0.6 � = 0.8

Figure 7. Visualizations of the plasma distribution predicted by the ARRM model, at the same 5 rotational phases adopted in previous figures. The star is
colored according to the radial magnetic field strength, as in the middle panels of Fig. 2; selected field lines are plotted in green, and the magenta arrow shows
the star’s rotation axis. The surrounding distribution of magnetospheric material is shown via an orange-colored volume rendering, with the more opaque parts
corresponding to higher column densities and vice-versa. The tick marks on the surrounding boxes are spaced by 1R⇤.

in the magnetic field determination. The effect of NLTE departure
is more severe for red He I lines, however, the magnetic signature is
also stronger in these features, making them useful for determining
the magnetic configuration. As a solution, we have used the NLTE
model atmosphere code TLUSTY (Lanz & Hubeny 2007) to de-
termine the departure coefficients for the upper and lower atomic
levels of the He transitions in question. The code was set to only
consider particle conservation and statistical equilibrium to calcu-
late both the population levels and their associated departure coeffi-
cients. Departure coefficients were computed for various values of
helium abundance with a LTE ATLAS9 (Castelli & Kurucz 2006)
model atmosphere with T

e↵

= 23000 K and log g = 4.0 as the
initial input for the TLUSTY computation. Then, during inversion,
INVERS10 interpolated departure coefficients for the local value of
He abundance and modified the line absorption coefficient and the
source function accordingly.

With the longitudinal magnetic field curve derived in Paper I
as an additional constraint in addition to the multipolar regulariza-
tion (Piskunov & Kochukhov 2002), we obtained a good fit to both
the Stokes I and V line profiles of the two He I lines, shown in
Figure 1. These figures correspond to an inclination of i = 75�. The
best fit magnetic field configuration over the considered range of in-
clination angles (i = 55 � 85

�) suggests a magnetic field that can
be approximated as a dipole with polar strength B

d

= 7.3�7.8 kG,

with obliquity �
d

= 47�59

� and phase angle �
d

= 97�98

�, and
a smaller non-axisymmetric quadrupole component with strength
B

q

= 3 � 5 kG. Figure 2 shows the surface magnetic field dis-
tribution maps derived for � Ori E corresponding to this topology
(again, for i = 75

�). The dipole is centered, but the quadrupole axis
is misaligned with the dipolar axis, leading to a geometry where the
positive and negative poles are clearly not separated by 180�. The
asymmetry is further evident in the longitudinal field curve shown
in Figure 3, where the observed longitudinal field measurements
from all epochs are plotted along with the synthetic curve computed
from the MDI magnetic maps. The data are very well matched, and
corroborate the conclusions of Paper I, particularly their Figure 7,
which shows a comparatively poor fit to the observed data using the
original RRM de-centered dipole field configuration.

2.3 Metal abundance

With a magnetic field topology corresponding to an inclination
i = 75

�set as a fixed parameter, INVERS10 was then used to com-
pute the distribution of various chemical elements on the surface of
the star. This inclination was chosen as it was used for the origi-
nal � Ori E RRM analysis by Townsend, Owocki & Groote (2005),
and we expect far less uncertainty in the determination of the sur-
face fields with varying inclination angle. The set of high resolution

c� 2014 RAS, MNRAS 000, 1–16
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Fig. 1.— The stellar flux m in magnitudes relative to the mean flux, plotted as a function of time. The solid curve overlaying the data
shows the periodic component m̃. The vertical dashed lines delineate the day boundaries.

sharp 5K increase in the temperature of the CCD pre-
amplifier, due to the increased solar heating which oc-
curred when MOST switched to continuous observation
of � Ori E (cf. §3.1).
Apart from these instrumental variations, the

smoothed curve in Fig. 3 is relatively devoid of features.
In particular, there are no obvious flares characterized
by a sudden brightening of the star followed by a slow
decline. One interpretation of this result is that there

were no centrifugal breakout episodes during the MOST
run, since any breakout would be accompanied by a large
release of magnetic energy. A caveat, however, is that
although a link between magnetic reconnection and op-
tical flaring has been established in other types of system
(e.g., weak-line T Tauri stars — Fernández et al. 2004; M
dwarfs — Stelzer et al. 2006), the same cannot be said
for the centrifugally supported magnetospheres consid-
ered here. The MHD breakout simulations by ud-Doula

Oksala+2015 (MNRAS ), fig. 7

Townsend+2013 (ApJ 769), fig. 1

3166 G. A. Wade et al.

Figure 3. Longitudinal magnetic field, Hα EW and Hipparcos magnitude, all phased according to the 537.6 d period. The measurement of Donati et al. (2006)
appears at phase 0.23. Solid lines are least-squares fits to the data.

(≤60 km s−1), and this value is clearly highly in excess of the true
vsin i if Prot = 537.6 d. We therefore cannot infer i using the usual
methods.

To begin, assuming the inclination angle to be unconstrained, we
have modelled the longitudinal field variation for i ranging from
20◦ to 80◦, obtaining best-fitting values 13◦ ≤ β ≤ 75◦ and 2000
≤ |Bd| ≤ 5000 G. For inclination angles approaching 0/90◦, the
obliquity approaches zero and the dipole strength diverges. On the
other hand, models with i = 0◦ and 90◦ are not able to reproduce
the longitudinal field variation. The general family of solutions is
characterized by i + β = 95◦ ± 10◦.

Howarth et al. (2007) attempted to reproduce the form of the Hα

EW variation using two simple models: first, a centred, tilted, geo-
metrically thin but optically thick Hα-emitting disc, and secondly, a
single surface spot. Both are equally capable of reproducing the Hα

variation, and both models yield the basic geometrical constraint
i + α ≃ 100◦, where α is the obliquity of the disc or the colatitude
of the spot.1 This constraint is consistent with that derived from
the longitudinal field variation, substituting β for α, i.e. that the α

angle employed by Howarth et al. (2007) is in fact equal to the
magnetic obliquity. In the particular case of the thin disc model,
this implies that the disc lies in the plane of the magnetic equator, as
would be expected in the framework of a magnetically channelled
wind (e.g. Babel & Montmerle 1997; ud-Doula & Owocki 2002).

8 M O N T E C A R L O R A D I AT I V E TR A N S F E R
S I M U L AT I O N O F T H E L I G H T VA R I AT I O N

To leverage the diagnostic potential offered by the Hipparcos light
curve (Fig. 3), we use a Monte Carlo radiative transfer (RT) code

1 105◦ was stated by Howarth et al., but a revisit of the modelling by IH
yields the slightly lower 100◦.

developed by RHDT for simulating light scattering in circumstellar
envelopes. The RT code follows much the same procedure as other
recent codes (see e.g. Wood & Reynolds 1999). Photon packets are
launched from a central star and allowed to propagate through an ar-
bitrary distribution of circumstellar matter (described by a Cartesian
density grid), until they are scattered by free electrons. We neglect
the possibility of packet absorption, since at temperatures similar to
the Teff of HD 191612 the optical (Paschen continuum) bound–free
cross-section is negligible compared to the Thomson cross-section.
Upon scattering, a ray is peeled off from the packet towards a virtual
observer, who records the packet’s Stokes parameters appropriately
attenuated by any intervening material (see Yusuf-Zadeh, Morris
& White 1984, for a discussion of this peel-off technique). A new
propagation direction is then chosen based on the dipole phase func-
tion (Chandrasekhar 1960), and the packet’s Stokes parameters are
updated to reflect the linear polarization introduced by the scatter-
ing process. The propagation is then resumed until, after possible
further scatterings, the packet eventually escapes from the system
or is reabsorbed by the star.

The initial emission direction of photon packets, relative to the
local stellar-surface normal, is determined randomly in accordance
with the limb-darkening law tabulated by Chandrasekhar (1960) for
plane-parallel electron scattering atmospheres. The corresponding
initial Stokes parameters are determined from the same tabulation.
To improve the efficiency of the code, all packets are forced to
undergo at least one scattering, using the formalism described by
Witt (1977).

In applying the RT code to HD 191612, we establish the circum-
stellar density distribution from a 2D (axisymmetric) magnetohy-
drodynamics (MHD) simulation of the star’s magnetically chan-
nelled wind using the ZEUS 3D code (see ud-Doula & Owocki 2002;
Owocki & ud-Doula 2004, for a general overview of our simulation
approach) using the full energy equation as in Gagné et al. (2005)
and the parameters summarized in Table 1. To smooth out temporal

C⃝ 2011 The Authors, MNRAS 416, 3160–3169
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS
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Small-Scale Fields?
M. Cantiello and J. Braithwaite: Magnetic spots on hot massive stars

Radiative Layer

Convective zone

Optical depth = 2/3 
Emerging B field

Fig. 2. Schematic representation of the effect of an emerging magnetic
element at the surface of a hot massive star. A magnetic field (dashed
line) rising from the subsurface convection zone threads the radiative
layer and reaches the stellar photosphere. The solid, grey line shows the
location of the stellar surface, as defined by the value 2/3 for the optical
depth. Notice that inside the magnetic field this line reaches deeper (and
hotter) layers of the star, as compared to regions not affected by the field.

Finally, note that it is not inconceivable that the magnetic
dynamo does not saturate properly because of the finite time
the gas spends in the FeCZ. However, we consider this unlikely,
since the convective turnover times (∼hours – a day) appear to be
very much shorter than the aforementioned mass-flux timescales
of 50 and 4 years.

4. Observable effects

Let us first estimate the likely field strength at the photosphere.
Whilst one might expect it to be proportional to the field strength
produced in the convective layer, the difference in field strength
of a magnetic feature between the top and bottom of the ra-
diative layer depends on its geometry. In a self-contained mag-
netic feature (a “blob” or “plasmoid”) the field strength scales
as B ∝ ρ2/3, while a horizontal flux tube of fixed length has
Bax ∝ ρ and Bh ∝ ρ1/2 where Bax and Bh are the axial and
“hoop” components. Knowing that P ∼ ρ4/3 (approximately,
since ∇ ≈ 1/4) in the radiative layer, we see that these two
scenarios give β = const. and β ∝ P−1/2 respectively. In con-
strast, if the central section of a flux tube rises to the surface
while its ends are still in the convective layer, plasma can flow
downwards along the tube and the field strength at the surface
can in principle reach equipartition with the surrounding (gas
plus radiation) pressure, as we see happening in the solar con-
vection zone. Assuming equipartition magnetic field in the con-
vective layer gives up to ≈2 kG at the base of the radiative layer,
and β ≈ 100. The density contrast across the radiative layer is
around 50 and 100 in the 20 M⊙ and 60 M⊙ models respectively,
which gives field strengths at the photosphere of 40−150 G and
20−100 G respectively in the blob and horizontal tube cases. The
photospheric field could be significantly greater if a tube arches
upwards and fluid is allowed to flow along it – the limit should
then be of the order of equipartition with the photospheric pres-
sure (about 300 G) or somewhat more, since the photosphere (i.e.
the τ = 2/3 level) in the tube is lower (see Fig. 2 and Sect. 4.1).
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Fig. 3. Minimum values of expected surface magnetic fields (in Gauss)
as a function of location in the HR diagram. This plot is based on evo-
lutionary models between 5 M⊙ and 120 M⊙ for solar metallicity (some
shown as dotted lines). Surface magnetic fields are calculated scaling
the equipartition fields in the FeCZ (see Fig. 1) with ρ2/3 (see discus-
sion in Sect. 4). The full drawn black line roughly corresponds to the
zero age main sequence. Circles correspond to the observed stars in the
Cohen et al. (1997) sample, with symbol size coding different range of
Lx/Lbol, as explained in the legend. The two star symbols correspond
to the location of the 20 and 60 M⊙ models discussed in the text and
in C09.

In Fig. 3 we show the expected amplitude of surface mag-
netic fields emerging from the FeCZ, assuming a scaling B ∝
ρ2/3. We argue that this represents a lower limit for the mag-
netic field that should be found at the surface of hot massive
stars, if equipartition of kinetic and magnetic energy is reached
in their FeCZ. It might seem plausible that magnetic features ris-
ing through the radiative layer partially annihilate each other on
the way up. However, if these magnetic bubbles have a size at
the bottom of the radiative layer comparable to the local scale
height, they only have to rise through a distance about three
times their own size to reach the photosphere, expanding as they
do so. They rise at approximately the Alfvén speed, and since
any reconnection would presumably take place at some fraction
of the Alfvén speed, there is limited time available to destroy
much of the original flux. It seems more likely that significant
reconnection does take place above the photosphere.

While these fields appear to have very small amplitude, their
role at the stellar surface should not be underestimated. In Fig. 3,
the ratio of the magnetic to wind pressure (η ≈ B2

eqR2
∗/Ṁ!
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Doula & Owocki 2002) is of the order of unity over the whole re-
gion where magnetic fields are present. This means that already
such low magnetic fields can alter the dynamic of the stellar
wind, for example contributing to seed instabilities in the flow.

4.1. Surface bright spots and photometric variability

Once a magnetic field element reaches the stellar photosphere,
one would like to know what effect this can have on observable
properties of the star. In the Sun, magnetic fields of amplitude
up to ∼3 kG emerge at the surface as sunspots. The main effect
of such magnetic fields is to locally inhibit convection. As the
energy flux below the surface of the Sun is mainly transported
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Radiative Layer

Convective zone

Optical depth = 2/3 
Emerging B field

Fig. 2. Schematic representation of the effect of an emerging magnetic
element at the surface of a hot massive star. A magnetic field (dashed
line) rising from the subsurface convection zone threads the radiative
layer and reaches the stellar photosphere. The solid, grey line shows the
location of the stellar surface, as defined by the value 2/3 for the optical
depth. Notice that inside the magnetic field this line reaches deeper (and
hotter) layers of the star, as compared to regions not affected by the field.

Finally, note that it is not inconceivable that the magnetic
dynamo does not saturate properly because of the finite time
the gas spends in the FeCZ. However, we consider this unlikely,
since the convective turnover times (∼hours – a day) appear to be
very much shorter than the aforementioned mass-flux timescales
of 50 and 4 years.

4. Observable effects

Let us first estimate the likely field strength at the photosphere.
Whilst one might expect it to be proportional to the field strength
produced in the convective layer, the difference in field strength
of a magnetic feature between the top and bottom of the ra-
diative layer depends on its geometry. In a self-contained mag-
netic feature (a “blob” or “plasmoid”) the field strength scales
as B ∝ ρ2/3, while a horizontal flux tube of fixed length has
Bax ∝ ρ and Bh ∝ ρ1/2 where Bax and Bh are the axial and
“hoop” components. Knowing that P ∼ ρ4/3 (approximately,
since ∇ ≈ 1/4) in the radiative layer, we see that these two
scenarios give β = const. and β ∝ P−1/2 respectively. In con-
strast, if the central section of a flux tube rises to the surface
while its ends are still in the convective layer, plasma can flow
downwards along the tube and the field strength at the surface
can in principle reach equipartition with the surrounding (gas
plus radiation) pressure, as we see happening in the solar con-
vection zone. Assuming equipartition magnetic field in the con-
vective layer gives up to ≈2 kG at the base of the radiative layer,
and β ≈ 100. The density contrast across the radiative layer is
around 50 and 100 in the 20 M⊙ and 60 M⊙ models respectively,
which gives field strengths at the photosphere of 40−150 G and
20−100 G respectively in the blob and horizontal tube cases. The
photospheric field could be significantly greater if a tube arches
upwards and fluid is allowed to flow along it – the limit should
then be of the order of equipartition with the photospheric pres-
sure (about 300 G) or somewhat more, since the photosphere (i.e.
the τ = 2/3 level) in the tube is lower (see Fig. 2 and Sect. 4.1).
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Fig. 3. Minimum values of expected surface magnetic fields (in Gauss)
as a function of location in the HR diagram. This plot is based on evo-
lutionary models between 5 M⊙ and 120 M⊙ for solar metallicity (some
shown as dotted lines). Surface magnetic fields are calculated scaling
the equipartition fields in the FeCZ (see Fig. 1) with ρ2/3 (see discus-
sion in Sect. 4). The full drawn black line roughly corresponds to the
zero age main sequence. Circles correspond to the observed stars in the
Cohen et al. (1997) sample, with symbol size coding different range of
Lx/Lbol, as explained in the legend. The two star symbols correspond
to the location of the 20 and 60 M⊙ models discussed in the text and
in C09.

In Fig. 3 we show the expected amplitude of surface mag-
netic fields emerging from the FeCZ, assuming a scaling B ∝
ρ2/3. We argue that this represents a lower limit for the mag-
netic field that should be found at the surface of hot massive
stars, if equipartition of kinetic and magnetic energy is reached
in their FeCZ. It might seem plausible that magnetic features ris-
ing through the radiative layer partially annihilate each other on
the way up. However, if these magnetic bubbles have a size at
the bottom of the radiative layer comparable to the local scale
height, they only have to rise through a distance about three
times their own size to reach the photosphere, expanding as they
do so. They rise at approximately the Alfvén speed, and since
any reconnection would presumably take place at some fraction
of the Alfvén speed, there is limited time available to destroy
much of the original flux. It seems more likely that significant
reconnection does take place above the photosphere.

While these fields appear to have very small amplitude, their
role at the stellar surface should not be underestimated. In Fig. 3,
the ratio of the magnetic to wind pressure (η ≈ B2
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Doula & Owocki 2002) is of the order of unity over the whole re-
gion where magnetic fields are present. This means that already
such low magnetic fields can alter the dynamic of the stellar
wind, for example contributing to seed instabilities in the flow.

4.1. Surface bright spots and photometric variability

Once a magnetic field element reaches the stellar photosphere,
one would like to know what effect this can have on observable
properties of the star. In the Sun, magnetic fields of amplitude
up to ∼3 kG emerge at the surface as sunspots. The main effect
of such magnetic fields is to locally inhibit convection. As the
energy flux below the surface of the Sun is mainly transported
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Brightness Spots in ξ Per
MOST detects corotating bright spots on ⇠ Per 3

Figure 1. MOST photometry. The diamonds are orbital means, whereas the small points represent raw data. Top: Light curve of ⇠ Per
obtained with four contiguous weeks of MOST photometry in November 2011. The continuous curve is a fit with the twelve frequencies
listed in Table 1. Middle: 7-day sub-sample of the above light curve. Bottom: 7-day sub-sample of the MOST light curve of the O9.5
dwarf ⇣ Oph for which Walker et al. (2005) reported the detection of short-period radial and non-radial pulsations. The continuous curve
is a 13 frequency fit from Table 1 of Walker et al. (2005). Note that the middle and the bottom panels have exactly the same horizontal
and vertical scales.

duce plateau speeds in the wind and absorption features
that match with the characteristics of the observed DACs,
whereas dark spots generate plateau speeds in the wind that
are at 4000�5000 km s�1 (see their Figure 8a) which are not
consistent with the slow-moving observed DACs (Owocki,
priv. comm.). The source of the bright spots needed to cre-
ate the DACs, however, remained a mystery, with NRP or
hypothetical magnetic spots remaining as the most likely
candidates, with some preference for the latter as the re-
quired magnetic field strength would match typical values
of the wind confinement parameter ⌘ for an O star (Ud-
Doula et al. 2008; Henrichs 2012). In addition to that, only
magnetic spots will co-rotate with the star; NRPs will not be
co-rotating, propagating in prograde or retrograde modes.

⇠ Per is the brightest single O star in the Northern hemi-
sphere, with the most extensive observational record regard-
ing wind and atmosphere connection, DAC information, pul-
sation information, and with a magnetic upper limit (59 G,
model-dependent surface dipole polar field strength for ⇠ Per
- David-Uraz et al., in prep.), but with high-precision pho-
tometry desperately missing. Photometry is especially rele-
vant because if DACs arise from co-rotating magnetic spots,

the latter should be detectable in optical continuum light,
which is the main goal of this investigation.

We have observed ⇠ Per using MOST in an attempt
to photometrically reveal its NRP (despite the only known
mode so far, a p-mode with l = 3, P = 3.5 h according
to the spectroscopic monitoring of de Jong et al. 1999) and
any other variability that might be present (e.g. co-rotating
bright spots). It was hoped that this may reveal other pul-
sation modes, too, which would help clinch the p-modes ex-
pected in O stars (and possibly even reveal longer-period g
modes from the core region). We also obtained contempora-
neous optical spectra in the range 4000�5000 Å at the high-
est resolution available (⇠ 0.4 Å pix�1, �v ⇠ 60 km s�1)
and S/N ⇠ 150 at the Observatoire du Mont Mégantic, in
order to attempt to match up with the MOST photometry
and to verify the LPV previously seen in this star (Kaper
et al. 1996; de Jong et al. 1999, 2001). Unfortunately due to
the insu�cient S/N in our spectra and the sparsity of the
time coverage, no obvious link could be established between
the spectral changes and the simultaneous MOST light vari-
ations. More extensive spectral coverage will be needed in
the future to probe this interesting aspect. Thus, this paper

c� 2014 RAS, MNRAS 000, 1–9
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Abundance Spots
1090 J. Krtička et al.: The light variability of the helium strong star HD 37776

Fig. 1. The variation of the helium (left panel) and silicon abundances on the visible disc for different rotational phases (after Khokhlova et al.
2000).

surface and may cause the variability of a rotating star. However,
to our knowledge, a light curve of a CP star had never been
calculated ab initio from the known distribution of chemical el-
ements as derived by Doppler imaging techniques. The initial
step in this direction was done by Krivosheina et al. (1980), who
were able to successfully reproduce the observed vby light curve
of CU Vir modifying the temperature gradient in the regions of
silicon overabundance.

For our simulations of the light curves of chemically pecu-
liar stars we selected HD 37776. This star residing in the reflec-
tion/emission nebula IC 431 (van den Bergh 1966; Finkbeiner
2003) belongs to well-studied helium-strong CP stars. It has
a very strong complex surface magnetic field with a significant
quadrupolar component (Borra & Landstreet 1979; Thompson
& Landstreet 1985). The observed periodic variations of helium
lines (Nissen 1976; Pedersen & Thomsen 1977) and lines of
some lighter elements (Shore & Brown 1990) are interpreted as
a consequence of rotation of a star with uneven elemental sur-
face distribution. Based on this model, surface distributions and
abundances of various elements were derived from spectroscopy
(Bohlender & Landstreet 1988; Vetö et al. 1991; Khokhlova
et al. 2000). Consequently, this star seemed to us to be an ap-
pealing target for modelling of the light variations.

In this work we present computed light curves of the
He-strong CP star HD 37776. We used the surface distributions
and abundances of various elements derived by Khokhlova et al.
(2000). As silicon and helium create areas with large overabun-
dances, and moreover, as it is known that silicon may influence
the observed spectral energy distribution of silicon-rich CP stars
(Artru & Lanz 1987; Lanz et al. 1996; Krtička et al. 2004),
we concentrated on these two elements in our calculations. The
role of silicon may be more general because this element is

Table 1. Stellar parameters of HD 37776.

Teff 22 000 K Groote & Kaufmann (1981)
log g (CGS) 4.0 Groote & Kaufmann (1981)
Inclination i 45◦ Khokhlova et al. (2000)
Abundance −5.4 ≤ [He/H] ≤ 2.3 Khokhlova et al. (2000)

−2.4 ≤ [Si/H] ≤ 2.6
vturb 2 km s−1

overabundant in vast majority of light variable CP stars (includ-
ing cool CP stars, e.g., Adelman 1973).

2. Basic assumptions

2.1. Atmosphere parameters

Table 1 lists the atmosphere parameters of HD 37776 adopted
in this study. We adopted parameters derived by Groote &
Kaufmann (1981) which are appropriate for HD 37776 spectral
type (Harmanec 1988). Even though the value log g = 4.5 used
by Khokhlova et al. (2000) was higher, the value of the surface
gravity adopted does not have a significant effect on the predic-
tion of the light variability (see Sect. 5). The phases for light
curves were computed according to the linear ephemeris derived
by Adelman (1997), which was used also by Khokhlova et al.
(2000) for surface mapping.

For our study we adopted the surface distribution of He and
Si as derived by Khokhlova et al. (2000, see Fig. 1). Here the
abundance is defined relatively to the hydrogen, i.e., [A/H] =
log (NA/NH) − log (NA/NH)⊙, where the arguments of the loga-
rithms are number densities of elements A and H on the stellar
surface, and on the solar surface respectively. Taking into ac-
count that oxygen and iron as derived by Khokhlova et al. (2000)

1096 J. Krtička et al.: The light variability of the helium strong star HD 37776

Fig. 10. The location of the calculated photometric spots in the u colour.
We plot the smoothed flux emergent from the individual surface ele-
ments calculated using the observed surface distribution of helium and
silicon derived by Khokhlova et al. (2000) in magnitudes. Here we do
not include the limb darkening.

uneven surface distribution of individual elements, mostly sili-
con and helium.

5. Discussion

The role of other elements. An uneven surface distribution of
elements other than silicon and helium may influence the light
curve. Whereas the influence of oxygen and iron, which are un-
derabundant on the HD 37776 surface (Khokhlova et al. 2000),
is likely to be negligible, other elements (especially carbon for
which the spectral line variability is observed, see Shore &
Brown 1990) may modify the predicted light curve. On the other
hand, if the iron abundance is much higher than what we as-
sumed, then the iron opacity could be important for the spectral
energy distribution and variability (provided the uneven surface
distribution of iron). We note that Khokhlova et al. (2000) de-
rived from Doppler-Zeeman mapping that iron is relatively most
abundant in spots where its deficit reaches up to 2 dex, while in
the rest of the atmosphere the deficit is 4−5 dex relative to the
solar value. These values are surprisingly low and deserve fur-
ther investigation using model atmospheres with magnetic fields
included.

NLTE effects. The NLTE effects have a significant influence on
the spectra of hot stars. These effects influence mainly the state
of the outermost parts of the stellar atmospheres, where the lines
are formed, and which is optically thin in the visible continuum.
Since Khokhlova et al. (2000) used LTE models for mapping of
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Fig. 11. The same as Fig. 8, taking into account the uneven surface dis-
tribution of both the helium and silicon (solid line). A vertical offset of
0.05 mag was applied between each consecutive filter.

the HD 37776 surface (and, consequently, the real abundances
may be different), we use also the LTE models here. The neglect
of the NLTE effects for both the abundance determination and
synthetic spectrum calculation may be one of the reasons of the
remaining small discrepancy in the u colour.

Influence of the magnetic field. Staude (1972) and Trasco
(1972) showed that a strong surface magnetic field may influence
the emergent spectral energy distribution which may in pho-
tometry amount to hundredths of magnitude. Khan & Shulyak
(2006) and Kochukhov et al. (2005) studied the influence of
the polarized radiative transfer and magnetic line blanketing on
the energy distribution, atmospheric structure and photometric
colours and showed the magnetic field has a clear relation to the
visual flux depression. Stȩpień (1978) deduced that the effect of
the magnetic field on the stellar atmosphere leads to variation
of Teff and log g over the stellar surface resulting in light varia-
tions. Consequently, the surface variations of the magnetic field
may also contribute to the light variability.

Vertical distribution of elements. The vertically dependent
abundance variations in chemically peculiar stars are suggested
by many authors (e.g., Ryabchikova 2004). This effect may also
influence our results, because the effective depth at which the
lines form (i.e., at which the abundance map is in fact derived)
differs from that at which continuum forms (i.e., at which the
light variations are formed). Moreover, the chemical stratifica-
tion itself may influence the emergent continuum flux. However,
to our knowledge, no evidence of the vertical chemical stratifi-
cation is available for HD 37776 atmosphere at the present time.

Krticka+2007 (A&A 470), figs. 1 & 11



Spots as Seeds of Wind Structure
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Fig. 3.— Same at Figure 2 for the second ⇠ Per time series.Massa & Prinja 2015 (ApJ, submitted), fig. 3



Summary: What Can BRITE Do?

• Thermal oscillations in traditional instability strips (β 
Cep, SPB, δ Sct, γ Dor) 

• Stellar spots in abundance(Ap/Bp) & temperature (OB 
stars) 

• Stochastic oscillations of RGB/AGB stars in ‘Goldilocks’ 
zone: luminous but short periods (maybe) 

• Stochastic oscillations of OB stars (maybe) 
• All the other stars… (esp. the “constant” ones)


