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ABSTRACT
We model, via Monte Carlo simulations, the distribution of observed U[B, B[V , and V [I galaxy

colors in the range 1.75 \ z\ 5 caused by variations in the line-of-sight opacity due to neutral hydrogen
(H I). We also include H I internal to the source galaxies. Even without internal H I absorption, com-
parison of the distribution of simulated colors with the analytic approximations of Madau et al. reveals
systematically di†erent mean colors and scatter. Di†erences arise in part because we use more realistic
distributions of column densities and Doppler parameters. However, there are also mathematical prob-
lems of applying mean and standard deviation opacities, and such application yields unphysical results.
These problems are corrected using our Monte Carlo approach. Including H I absorption internal to the
galaxies generally diminishes the scatter in the observed colors at a given redshift, but for redshifts of
interest this diminution only occurs in the colors using the bluest bandpass. Internal column densities
less than 1017 cm2 do not a†ect the observed colors, while column densities greater than 1018 cm2 yield
a limiting distribution of high-redshift galaxy colors. As one application of our analysis, we consider the
sample completeness as a function of redshift for a single spectral energy distribution (SED) given the
multicolor selection boundaries for the Hubble Deep Field proposed by Madau et al. We argue that the
only correct procedure for estimating the z[ 3 galaxy luminosity function from color-selected samples is
to measure the (observed) distribution of redshifts and intrinsic SED types and then consider the varia-
tion in color for each SED and redshift. A similar argument applies to the estimation of the luminosity
function of color-selected, high-redshift QSOs.
Subject headings : galaxies : distances and redshifts È galaxies : ISM È

galaxies : luminosity function, mass function È galaxies : photometry È
intergalactic medium

1. INTRODUCTION

It has been roughly a quarter of a century since the ultra-
violet opacity of the universe caused by neutral hydrogen
Ðrst was used to constrain the number of high-redshift
objects (Partridge 1974 ; Davis & Wilkinson 1974 ; Koo &
Kron 1980). These and other early searches, summarized by
Koo (1986), were at red observed wavelengths and aimed at
probing redshifts generally in excess of 5. With the advent of
deep U-band imaging over relatively large areas (e.g., Koo
1981), over the last decade a broadband technique has been
considered at shorter observed wavelengths for con-
straining the galaxy population above somewhat lower red-
shifts (of order 3 ; Majewski 1988 ; Guhathakurta, Tyson, &
Majewski 1990). SpeciÐcally, objects were sought that had
excessive diminution of their U-band Ñux relative to redder
bands. This has been referred to as the U-band ““ dropout ÏÏ
technique, although the dropout technique can be applied
to redder bands, depending on the redshift range of interest.

However, it has been only recently that Steidel and col-
laborators have brought this technique to fruition : with the
advent of large-format blue-sensitive CCDs and large (10 m)
ground-based telescopes, it has been possible for this group

to select U-band dropouts at the unprecedented depths of
R\ 25 and to spectroscopically conÐrm their redshifts at
z[ 2.7 (e.g., Steidel et al. 1996 ; Lowenthal et al. 1997). This
has raised the real possibility that the comoving properties
of the galaxy population can be studied at extremely early
times in great detail (Steidel et al. 1998 ; Dickinson 1998).

The current method of selecting high-redshift galaxies is a
rather simple one that relies on deÐning regions in one or
more two-color diagrams corresponding to the expected
range of high-redshift galaxy colors (e.g., Steidel & Ham-
ilton 1993 ; Steidel, Pettini, & Hamilton 1995). Following
along lines similar to what was done over 20 yr ago (e.g.,
Meier 1976), these regions are deÐned by simulating the
expected colors of high-redshift galaxies based on evolu-
tionary spectral synthesis models (currently, for example,
Bruzual & Charlot 1993) and the mean line-of-sight (LOS)
opacity due to neutral hydrogen (Madau 1995). Madau et
al. (1996) have reÐned this technique for the speciÐc broad
passbands used with Wide-Field Planetary Camera
(WFPC2) to observe the Hubble Deep Field (HDF) and for
a variety of galaxy spectral energy distributions (SEDs).
For QSOs, Giallongo & Trevese (1990) have performed a
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similarly thorough analysis in the context in ground-based
photographic photometry.

Fortuitously, and somewhat by design, the regions of
color space searched for high-redshift galaxies largely avoid
the regions of color space inhabited by Galactic stars and
galaxies at lower redshifts. Consequently, the current tech-
nique has been very efficient (i.e., reliable) for Ðnding high-
redshift galaxies. As such, the selection method is sufficient,
e.g., for studying large-scale structure at high redshift
(Steidel et al. 1998). The details of the selection procedure
are critical, however, for understanding the true comoving
number and distribution of galaxy types at these high red-
shifts. Comparably little attention has been paid, for
example, to the completeness of the current samples.
Indeed, Lowenthal et al. (1997) found a number of high-
redshift galaxies selected nearby, but not within, the
nominal region of high-redshift color space within the
HDF. On an empirical basis alone, this indicates that the
current selection methods may be somewhat incomplete.

There are several other reasons to expect that the precise
selection function for high-redshift galaxies is complicated
and not yet well deÐned. While variations in SEDs play a
critical role in determining the color-based selection criteria
for selecting high-redshift galaxies, the intervening opacity
is as important. To meet the dropout criterion in a two-
color diagram, ideally the bluest band (alone) samples
below 1216 in the galaxyÏs rest frame. In this situation,A�
variations in galaxy age, metallicity, and dust (reddening)
will cause the largest changes in the redder color due to
changes in the slope of the ultraviolet continuum. While in
principle the selection criterion can be tailored for a speciÐc
intrinsic spectral type, the e†ects of obscuration by dust in
intervening systems must also be considered (e.g., Heisler &
Ostriker 1988 ; Fall & Pei 1993Èin the context of QSOs).
The bluer color, however, will be dominated by the e†ect of
the LOS opacity due to neutral hydrogen. What is worri-
some here is that the dominant contribution to the contin-
uum opacity is from a small number of absorbers at the
largest column densities in a given LOS (Madau et al. 1996).
This raises the likely possibility that small number statistics
will cause large variations in the observed colors of high-
redshift galaxies of the same intrinsic spectral type.

While Madau (1995) and Madau et al. (1996) have con-
sidered the e†ects of LOS variations on the observed high-
redshift galaxy colors, they have not done so within the
context of a Monte Carlo simulation including a realistic
distribution of absorbers at all column densities. As we shall
demonstrate, there are a number of reasons why Monte
Carlo simulations are necessary for predicting the correct
distribution of observed galaxy colors. Moreover, there are
substantial uncertainties in the known distribution of
column densities and Doppler b parameters of intervening
absorbers. Recent results from the Keck telescope (Kim et
al. 1997) provide new estimates for absorber properties that
are an improvement over what has been adopted in pre-
vious work. The spirit of the current analysis is to look in
detail at variations in the expected colors of high-redshift
galaxies due to a range of (and variations in) LOS absorp-
tion.

For clarity and simplicity, we have adopted a single, rep-
resentative galaxy SED to illustrate the results of our simu-
lations ; we avoid considering the quantitative e†ects of a
range of SEDs on the observed color distribution, as has
Madau et al. (1996). However, our methodology can be

carried over in a general way to a realistic ensemble of
SEDs for any source type (e.g., galaxies or QSOs), as we will
discuss at the end of the paper. In the next section we
describe our Monte Carlo method and the range of adopted
absorber parameters and compare it with that of MadauÏs
(1995). We compare the results of these two methods in ° 3
in terms of mean and scatter in colors due to variations in
LOS attenuation. Section 4 illustrates the full range of
colors for a single SED over a range in redshift. Section 5
contains an application of our method to estimating the
selection completeness of high-redshift galaxies. In ° 6 we
consider the e†ects of internal neutral hydrogen absorption.
The results of this work, presented in the HDF Ðlter system,
are independent of cosmological parameters (e.g., orq0 H0)and are summarized in ° 7.

2. SIMULATIONS OF INTERVENING H I ABSORPTION AND

HIGH-REDSHIFT GALAXY COLORS

To model the colors of high-redshift galaxies, we begin
with an input spectrum, shift it appropriately for redshift,
and then attenuate it to account for intervening neutral
hydrogen. Our method of applying the attenuation is to
perform Monte Carlo simulations of many LOSs to
produce an ensemble of attenuated spectra, for which colors
are calculated independently. Each LOS attenuation rep-
resents a random sample of discrete absorbers selected from
distributions constrained by observations of quasar
absorption-line systems. In the following subsections we
describe a computationally efficient realization of our
method and contrast it to the existing one used by Madau
(1995). The speciÐc model input parameters are also
described.

With a redshifted, attenuated spectrum in hand, we
compute colors by convolving the spectrum with the
WFPC2 Ðlter responses F300W, F450W, F606W, and
F814W (averaged over the four detectors). We refer to these
hereafter as the and bands. TheU300, B450, V606, I814response curves include the Ðlter transmission as well as
estimates of the total system throughput1 ; the known red
leak in the F300W Ðlter is included. They are illustrated in
Figure 1, along with a representative galaxy spectrum at
z\ 3 (attenuated and unattenuated), which is described
below in °° 2.2 and 2.3.2. Colors are calculated using zero
points from the AB system; in this system an A0V star has
colors of andU300[B450 \ 1.42, B450[V606 \ [0.20,
V606[I814 \ [0.31.

2.1. T he Mean L ine-of-Sight Method
The only method previously used for calculating the

mean colors of high-redshift galaxies has been to convolve
the mean attenuation curves presented, e.g., by Madau
(1995) with a chosen SED and calculate the colors of the
resulting mean spectrum. A mean attenuation curve is gen-
erated by integrating over the probability distribution of
absorbers over all LOSs. The model parameters include
redshift and the distribution functions of column density as
a function of redshift and Doppler b parameter, although in
MadauÏs formulation the b parameter was held constant at
35 km s~1. The mean attenuation curve can be computed

1 See Rudlo† & Baggett (1995) anonymous ftp archive http ://
www.stsci.edu/ftp/instrument–news/WFPC2/Wfpc2–thru.
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FIG. 1.ÈResponse curves for the (solid curve), (dashed curve),U300 B450(solid curve), and (dashed curve) bands, superposed on a normal-V606 I814ized galaxy spectrum at a redshift of 3. The unattenuated galaxy spectrum,
described in the text, is represented by the solid, bold line, while the attenu-
ated galaxy spectrum for a single LOS (LOWRES MC model) is in gray.
Note the red leak of the Ðlter peaking at D7150U300 A� .

from (Madau 1995) :

Se~qT \
P

e~qp(q)dq

\ exp
CP

0

zem P L2N
LNH I

Lz
(1[ e~qc)dNH I

dz
D

, (1)

where p(q) is the probability distribution of total optical
depths, is the emission source redshift, is the opticalzem q

cdepth of an individual cloud at frequency l\ lobs(1 ] z),
and is the column density of neutral hydrogen. TheNH IspeciÐc input parameters used by Madau are described
below. Similarly, the method proposed to estimate the
range of colors due to LOS variations is to use the LOS
variance in attenuation in a similar fashion as Se~qT :
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\ exp
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0
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LNH I

Lz
(1[ e~2qc)dNH I

dz
D

[ e~2qeff , (2)

where is the mean e†ective opticalqeff \ [ ln (S\e~qT)
depth. In other words, p is the expected scatter around
Se~qT due to variations in the number of absorbers along
the LOS. In MadauÏs formulation p2(e~q) is calculated for a
given wavelength interval, *j. Colors produced with these
mean LOS formulae we refer to as generated from the
MLOS method.

While this method is computationally simple to apply,
unfortunately there are several problems with this pro-
cedure. First, because colors are logarithms of Ñux ratios,
the colors of the mean attenuated (galaxy) SED are not the
same as the mean of individual attenuated galaxy colors.
That is, the mean of the color distribution for a given SED
cannot be calculated using the mean attenuation curve
given by equation (1). It is important to realize that the
so-called mean colors calculated using equation (1) will be
statistically o†set from the actual means of the color dis-
tribution. We quantify this e†ect in the next section. A

similar argument concerns the application of equation (2)
for deriving the range (standard deviation) of colors.

However, for estimating the range of colors due to LOS
variations, there is a more fundamental problem. For
broadband colors, the relevant variation in attenuation is,
to Ðrst order, that within the bandpass, and not in some
arbitrary *j. (To second order the distribution of variations
in attenuation within the bandpass is important for deter-
mining color terms, i.e., the fact that the broadband Ðlter
response curves are not square nor is the unattenuated
spectrum Ñat in Indeed, a cursory examination offj.)MadauÏs (1995) Figure 3 reveals that the mean ]1 p values
of e~q reach unphysical values of greater than 1. At the [2
p level, this Ðgure also implies that e~q \ 0 at some wave-
lengths. Part of the problem stems from the fact that these
curves were derived assuming Gaussian statistics. At any
given wavelength, the number of discrete absorbers making
signiÐcant contribution to the attenuation is small ; Poisson
statistics are appropriate. More importantly, the variation
in the attenuation in the MLOS method is calculated within
a *j smaller or comparable to the typical line width of the
absorber. That is, because the absorbers form a discrete
distribution in redshift on any single LOS, variations in
attenuation over small ranges in wavelength can be very
large. Averaged over large *j, e.g., a broad bandpass, the
variations should be less, as noted by Madau et al. (1996).
However, the correct formulation for the variation in broad
bands has not been done. Finally, as noted above, it is not
valid mathematically to use a single, 1 p attenuation curve
calculated by the MLOS method to calculate the standard
deviation of the observed colors.

2.2. Monte Carlo Numerical Method
The only correct way to calculate the mean colors of

high-redshift galaxies is to calculate the mean of the distribu-
tion of attenuated colors. To do this, we create a population
of discrete, neutral hydrogen absorbers and place them
along random LOSs. These absorbers attenuate the intrin-
sic (galaxy) SED via Lyman series lines and the Lyman limit
break. Our Monte Carlo (hereafter, MC) approach simu-
lates an ensemble of attenuated galaxy spectra for a given
redshift and input spectrum. These attenuated spectra are
di†erent by virtue of the details of each LOS opacity. Spe-
ciÐcally, for each simulation, we draw randomly from dis-
tributions in column density b parameter, and(NH I

),
absorber redshift thus yielding a unique LOS. We con-(z

a
),

sider several distribution functions to determine the e†ects
of di†erent absorber models on observed galaxy colors.

We have developed two methods for applying the attenu-
ation to a spectrum. We refer to these as the high-resolution
(HIGHRES) and low-resolution (LOWRES) methods. As
one might guess, the LOWRES method is computationally
much faster, while in principle the HIGHRES method
should be more accurate. These models di†er in how the
Lyman series (i.e., forest) attenuation is applied. Lyman
limit absorption is calculated identically for both methods,
using the equation

f \ f0 exp
G
[NH I

(6.3] 10~18)
C jobs
911.75(1] z)

D3H
, (3)

where f and are the attenuated and unattenuated Ñux perf0unit wavelength, respectively, is the neutral hydrogenNH Icolumn density (cm2), and is the observed wavelength.jobs
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The HIGHRES method for adding absorption lines to
the intrinsic SED requires an extremely high resolution
spectrum (about 0.01 spacing). The spectrum is thenA�
attenuated for each line using the standard equation : f \

The HIGHRES procedure adds lines modeled with af0 e~q.
Voigt proÐle, which gives

q(j)\ n1@2e2
m

e
c2

NH I
fosc j02

*jD
u(x, y) , (4)

where is the oscillator strength of the transition, is itsfosc j0rest wavelength, and is the Doppler wavelength shift forjDa gas of temperature T given by

*jD \ j
c
A2kT

mH

B1@2
. (5)

The Voigt function u(x, y) is the real part of the function

w(z)\ e~z2 erfc ([iz)\ u(x, y)] iv(x, y) , (6)

where here x is deÐned as the wavelength di†erence from
line center in units of the Doppler shift, Thex \ *j/*jD.
width of the transition y is also deÐned in units of the
Doppler shift as

y \ j02!
4nc

1
*jD

, (7)

where ! is the damping constant.
The LOWRES method requires a much lower resolution

spectrum (D4 spacing). The spectrum is attenuated forA�
each line using a triangular approximation to the line shape
via the following, simple numerical steps : (1) Locate the
pixel nearest to the actual central wavelength of the line. (2)
Based on the column density and b parameter of the cloud,
identify the appropriate equivalent width in a look-up table,
precalculated based on the curve of growth. (3) Calculate
the area underneath that region of the spectrum that would
need to be eliminated to account for the equivalent width of
the line. (4) Divide the area in step 3 by 2 and reduce the Ñux
of the pixels to the left and right by the necessary amount,
limited by (5) If the required area is not fully sub-fj \ 0.
tracted in step 4, continue reducing the Ñux of the left and
right pixels by the same procedure.

In order to test the accuracy of LOWRES, we produced
identical LOSs to an identically redshifted galaxy spectrum
and calculated the colors using both HIGHRES and
LOWRES. A representative example for a galaxy at z\ 3 is
shown in Figure 2, over a small range of observed wave-
length. (For clarity, the input spectrum is Ñat in Fig. 1fj.contains the LOWRES spectrum over a broadened wave-
length range for a more realistic input spectrum described
below in ° 2.3.2.) This comparison showed that LOWRES
colors are accurate to better than D0.5%, and yet
LOWRES requires only 2.5% of the HIGHRES computer
memory and substantially less computational time. As a
consequence, all further Monte Carlo simulations use
LOWRES.

We performed several other tests of our numerical
method. For example, we determined that clouds with
column densities below 5] 1013 cm2 do not noticeably
a†ect the colors (i.e., below 1%) for a variety of input
column density distributions. Consequently, we limited the
application of attenuation to clouds with greater than
5 ] 1013 cm2 for our primary model (MC-Kim, described
below). However, for all other models we include clouds

FIG. 2.ÈPortion of a simulated galaxy spectrum vs. j), as observed( fjat z\ 3, for a single (representative) LOS, attenuated by intervening
absorption as described by the MC-Kim model via the HIGHRES method
(top panel ) and the LOWRES method (middle panel ). The two models are
compared in the bottom panel over a 30 region. See text for descriptionA�
of methods.

with neutral hydrogen column densities as low as 2] 1012
cm~2 to compare more directly with MadauÏs models. The
attenuation curves described by Madau (1995) include 17
Lyman series lines. Here we have used 25 Lyman series
lines ; we note this di†erence amounts to an insigniÐcant
D0.5% change in the resulting colors in all cases we
considered.

2.3. Model Input Ingredients
and b2.3.1. NH I

We consider a set of three possible distributions in
column density and b parameter as a function of redshift,
realized either via the MLOS or method MC. In total, six
separate sets of models are considered, enumerated below.
The Ðrst four are based on versions of the column density
distributions used by Madau (1995) and Madau et al. (1996)
that draw on the observational constraints of Murdoch et
al. (1986), Tytler (1987), and Sargent, Steidel, & Boksenberg
(1989). These represented the best observational constraints
at the time of MadauÏs original paper. More recent obser-
vations of Lu et al. (1996) and Kim et al. (1997) indicate that
substantial revisions in the previously adopted distributions
are in order. In particular, these more recent Keck telescope
observations with the HIRES spectrograph (Vogt et al.
1994) show that the b parameters are smaller and that the
column density and b parameters distributions vary with
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redshift. In the ensuing sections, we consider the e†ect on
the observed colors by varying these input distributions.
The six speciÐc cases are as follows :

ML OS-EW .ÈMadauÏs mean attenuation curve method
with Lyman forest clouds selected from an equivalent width
(EW) distribution from Murdoch et al. (1986) and Lyman
limit clouds selected from a column density distribution
from Tytler (1987) and Sargent et al. (1989). For each
Lyman forest cloud 17 Lyman series lines were computed
with b parameters constant at 35 km s~1. The discrete
absorber distribution, as a function of equivalent width, W ,
and redshift, z, is given by

L2N
LW Lz

\

q

r

s

t

t

3.4

W
*

AW
W

*

B~b
(1] z)c (W \ 0.2 A� ) ,

12.2

W
*

e~W@W*(1] z)c (W [ 0.2 A� ) ,
(8)

where b \ 1.5, and c\ 2.46. This distributionW
*

\ 0.3 A� ,
was used to add the Lyman series lines to the spectrum.
However, in this MLOS-EW procedure, following Madau
(1995) and Madau et al. (1996), the Lyman limit breaks
corresponding to these clouds were added in by choosing

from the distributionNH

L2N
LNH I

Lz
\

q

r

s

t

t

2.4] 107NH I
~1.5(1] z)2.46

(2]1012\NH I
\1.59]1017 cm2) ,

1.9] 108NH I
~1.5(1] z)0.68

(1.59]1017\NH I
\1]1020 cm2) ,

(9)

These equivalent width and column density distributions
are not entirely self-consistent but are approximately so
based on a curve-of-growth analysis. They were used for
calculational convenience in this method.

ML OS-NH.ÈMadauÏs mean attenuation curve method
with Lyman forest and Lyman limit clouds selected from
column density (NH) distributions above (eq. [8]). For each
Lyman forest cloud 17 Lyman series lines were computed
with a b parameter constant at 35 km s~1. Unlike MLOS-
EW, this model uses the same self-consistent distribution
function to add the Lyman series and Lyman limit e†ects.
The curve of growth was used to derive the equivalent
width from the column densities chosen from this distribu-
tion.
MC-NH.ÈMC method with Lyman forest and Lyman
limit clouds selected from the same distributions as MLOS-
NH. For each Lyman forest cloud 17 Lyman series lines
were computed with a b parameter constant at 35 km s~1.
This is therefore the same model as MLOS-NH (same
distributions) except that it is applied via the MC method
instead of the MLOS method.
MC-NHb.ÈMC method with Lyman forest and Lyman
limit clouds selected from equation (9). For each Lyman
forest cloud 25 Lyman series lines were computed with b
parameters selected from a distribution independent of NHand z. The b parameter distribution is given by a Gaussian
probability distribution centered around 23 km s~1, of
width 8 km s~1, which is truncated below 15 km s~1, as
observed in the range 3.4 \ z\ 4.0 by Lu et al. (1996).
These lines are considerably narrower than those used in
the previous three distributions, and a comparison of this
model with MC-NH should allow us to determine the mag-

nitude of the e†ect of changing the b distribution on the
colors.
MC-Kim.ÈMC method with Lyman forest and Lyman
limit clouds selected from redshift-dependent column
density distributions estimated from Kim et al. (1997). For
each Lyman forest cloud 25 Lyman series lines were com-
puted with b parameters selected from a distribution (also
from Kim et al.) dependent on z but not on The dis-NH I

.
crete absorber distribution, as a function of column density
and redshift, is given as

L2N
LNH I

Lz
\

q

r

s

t

t

t

t

3.14]107NH I
~1.46(1]z)1.29

(1]1012\NH I
\1]1014 cm2) ,

1.7]106NH I
~1.46(1]z)3.1

(1]1014\NH I
\1.59]1017 cm2) ,

1.9]108NH I
~1.5(1] z)0.68

(1.59]1017\NH I
\1]1020 cm2) ,

(10)

which is a rough approximation to the data points given in
Figure 1 of Kim et al. (1997). The Lyman limit system
regime is still best described by the same observed distribu-
tion as above since the HIRES/Keck sample is not large
enough to consider this population. Similarly the b param-
eter distribution is given, again very approximately from
Kim et al. (1997), by a Gaussian probability distribution
centered around km s~1, of width[3.85zgal ] 38.9

km s~1, which is truncated below[3.85zgal ] 20.9
km s~1. This reÑects a general trend for[6.73zgal ] 39.5

the lines to become broader with decreasing z. Kim et al.
(1997) see a slight tendency for this evolution to be more
pronounced in higher column density systems. Since our
goal is to give the range of colors possible due to uncer-
tainties in the observed distribution functions of the Lya
forest clouds, for simplicity we opt to adopt this b param-
eter distribution, which is independent of These modelNH I

.
distributions can be reÐned when larger high-resolution
data sets become available.

ML OS-Kim.ÈMadauÏs mean attenuation curve method
with Lyman forest and Lyman limit clouds selected from
the same column density and b parameter distributions as
MC-Kim above.

To summarize our models : MLOS-EW and MLOS-NH
contrast two di†erent versions of distributions discussed by
Madau (1995). MLOS-NH and MC-NH are identical in
terms of input distributions and vary only by method.
MLOS-Kim and MC-Kim also vary only by method, but
for a di†erent set of input distributions than MLOS-NH
and MC-NH. A comparison of MC-NH and MC-NHb
highlights the e†ects of adopting a realistic b parameter
distribution. Finally, MC-NHb and MC-Kim contrast the
best possible input distributions prior to and after the most
recent HIRES/Keck observations of Kim et al. (1997).

2.3.2. Spectra

We adopt two di†erent spectra in the ensuing analysis :
(1) a Ñat spectrum and (2) a model galaxy spectral energyfjdistribution (SED) generated assuming a constant star for-
mation rate (CSFR), 0.1 Gyr age, Salpeter initial mass func-
tion in the mass range and solar0.1\M/M

_
\ 125,

metallicity (Bruzual & Charlot 1993). To the second spec-
trum we have added internal reddening of E(B[V )\ 0.2
using the e†ective dust attenuation curve for starburst gal-
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FIG. 3.ÈMean cosmic transmission functions (i.e., the average LOS, top panel ) at z\ 3, in order from bottom to top : MLOS-EW (short-dashed line),
MLOS-NH (heavy solid line), MC-NH (light dotted line), MC-NHb (light solid line), and MC-Kim (heavy dotted line). The analytic transmission functions
appear smooth while the MC simulations (over 4000 LOSs) show small statistical variations. Note that the MLOS-NH and MC-NH are essentially identical
on average. This is expected and demonstrates the accuracy of our MC method. Also notice the di†erence between the various models due to di†erences in
adopted and Doppler b parameter distributions. The most extreme cases are MLOS-EW (Madau 1995 ; Madau et al. 1996) and MC-Kim (our bestNH Imodel). The average transmission functions at z\ 3 are displayed in the bottom panel, scaled to units of monochromatic magnitudes.

axies from Calzetti (1997). The choice of SED and
reddening are roughly representative of the expected and
observed properties of galaxies found at high redshifts (e.g.,
Madau et al. 1996 ; Steidel et al. 1996 ; Lowenthal et al.
1997 ; Pettini et al. 1997).2 The SED described above just so
happens to be fully contained within the 2 \ z\ 3.5 selec-
tion box deÐned by Madau et al. (1996). We refer to this
SED as the CSFR spectrum.

The Ñat spectrum is used primarily to illustrate the dis-
tribution of attenuation as a function of wavelength and
also to contrast with the more realistic SED to demonstrate
the importance of color terms. We use only a single realistic
SED in our color distribution analysis. While the results of
our analysis will indeed be SED dependent (i.e., there exist
color terms), recall that the thrust here is to pick a single

2 Note that there are di†erences of order 0.1È0.3 mag in unattenuated
color between the Bruzual & Charlot (1993) models used here and more
recent versions of the same, due to improvements in the stellar tracks and
libraries. However, these di†erences are small compared with the e†ects of
intervening absorption and do not qualitatively change the position of the
redshift tracks with respect to the selection boundaries of, e.g., Madau et al.
(1996). For these reasons, the speciÐc choice of models is irrelevant to the
analysis at hand.

SED representative of the high-redshift galaxy population
and study in detail the e†ects of varying the neutral hydro-
gen absorption.

3. COMPARISON WITH MADAUÏS ANALYTIC

APPROXIMATION

3.1. Mean L ine of Sight
As a Ðnal test of our MC method, we show in Figure 3

that we are able to reproduce the analytic estimates from
Madau (1995, Fig. 3) of the mean transmission function at
z\ 3 using the identical absorber parameters. The agree-
ment is remarkably good. The opacity (i.e., 1-transmission)
between 1216 and 912 in the galaxy rest frame [hereA�

comes from Lyman series absorption3648 \j(A� ) \ 4864]
of intervening neutral hydrogen clouds. Each step in the
transmission function represents the addition of a new line
in the series. The transmission function slopes upward
between steps toward decreasing wavelength because this
corresponds to shifting to lower redshifts where absorbers
are rarer at a given column density. For any individual
LOS, we note, these steps are more difficult to discern
because of the discrete nature of the absorption. Below 3648

the opacity is dominated by the Lyman limit from theA�
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same systems, in particular from the systems at highest
column density. For the average LOS the transmission
never recovers at shorter wavelengths (within the range of
these simulations). However, for an individual LOS, the
transmission can sometimes recover, again because of the
discrete nature of the absorption. Such e†ects have been
observed in real LOSs (e.g., Reimers et al. 1992).

Figure 3 also illustrates the e†ect of changing the column
density and b parameter distributions on the mean LOS
transmission. Below the Lyman break in the galaxy rest
frame (3650 in this example at zD 3), the di†erences inA�
the resulting mean monochromatic transmission are small,
typically 10% or less. However, at shorter wavelengths,
such as those sampled by the variations are consider-U300,ably larger. The largest variations are between the
MLOS-EW and MC-Kim models, which amount to D0.8
mag at 3000 at this redshift. There is very little di†erenceA�
between the MC-Madau-NH and MC-Madau-NHb
models. This is as expected since the only di†erence between
these two models are the b parameters ; below the Lyman
break the b parameters are unimportant. The opposite is
true in the other regime : di†erences in the MLOS transmis-

sion in the Lyman series region of the spectrum (3700 A� \
are most pronounced between MC-NH (orj \ 4864 A� )

MLOS-NH) and MC-NHb, which di†er only in their b
parameter distributions. This points to the importance of
including a realistic b parameter distribution in the models.
Here the MC-NHb and MC-Kim model transmission
curves are quite similar even though their column density
distributions are substantially di†erent. The MC-NHb and
MC-Kim models also have di†erent b parameter distribu-
tions. From this we may surmise that the precise formula-
tion of the b parameter distribution is not a critical
ingredient of the models as long as some attempt is made to
provide a reasonably accurate representation, such as we
have done in both the MC-NHb and MC-Kim models.
SpeciÐcally, a constant b parameter of 35 km s~1 will yield
incorrect transmissions at the 10% level.

More relevant for the color selection of high-redshift gal-
axies is to compare the di†erences in the attenuated magni-
tudes within broad bands. This is illustrated in Figure 4 for

and bands over a range in redshift 1.75\ z\ 5.U300 B450In the top panels the MLOS-NH and MC-NH models are
considered for the two input spectra. Recall that both

FIG. 4.ÈMean attenuation, in magnitudes (magnitude increments) for the F300W left panels) and F450W right panels) passbands, derived(*U300, (*B450,in a variety of ways. In all panels, magnitude increments are calculated for the Ñat and CSFR spectra described in ° 2.3.2. In the top panels, dashed curves
correspond to estimating magnitude increments from the mean cosmic transmission curve (MLOS-NH; Madau 1995 ; Madau et al. 1996), while the solid
curves represent the correct method of averaging the magnitude increments of the MC simulations (MC-NH). Both use the same and Doppler bNH Iparameter distributions. Note the large di†erences between methods (for the same spectrum) and spectra (for the same method), illustrating the e†ects of
procedural di†erences and color terms in calculating magnitude increments. The bottom panels illustrate the combined e†ects of di†erent methods and
extreme and Doppler b parameter distributions. Solid and dashed curves are similar to the top panels, except here representing the MC-Kim andNH IMLOS-Kim models, respectively. Dotted curves are estimates of magnitude increments using the mean transmission curve from the MLOS-EW distribu-
tions. Note signiÐcant di†erences in the band for the CSFR spectrum and for both spectra in the band.U300 B450
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models use the same and b parameter distributions.NH IThe largest di†erences in this set of curves are between
those using di†erent input spectra. This illustrates the con-
siderable e†ect of ““ colors terms ÏÏ on the magnitude
increments. The color terms are present in both bands but
are particularly large ([2 mag for z[ 3.2) in the bandU300because of the red leak of the F300W Ðlter. In the redder
bands, and color terms are negligible over theV606 I814,
range of redshifts considered. However, the color terms in
the band are also quite considerable, reaching D1B450mag at zD 4.4. Even though the transmission functions are
independent of the intrinsic spectrum, the attenuation in
broadband magnitudes is not. Hence, mean transmission
function cannot simply be convolved with Ðlter response
curves to generate universal magnitude increments for all
galaxy spectra. For example, the magnitude increments in
Figure 4 of Madau (1995) or Figure 1 of Madau et al. (1996)
are only valid for the speciÐc spectrum used in the calcu-
lation (in those examples the e†ective input spectrum was
Ñat in fj).There are smaller di†erences present in the top panel of
Figure 4 between the MLOS-NH and MC-NH modelsÈ
for a given input spectrum. These di†erences represent the
e†ect of taking logarithms at incorrect or correct stages of
calculating magnitude increments, i.e., using the mean
cosmic transmission (MLOS) or MC simulation methods,
respectively. In the MLOS method, the magnitude
increment is the log of the mean transmission, whereas the
mathematically correct calculation is to take the mean of
the log of the transmission of the individual LOSs. In
general, the two are not mathematically equivalent. The
e†ect is appreciable in certain redshift ranges, particularly
for the band near z\ 3.5, where di†erences approachU3001 mag. The e†ect is compounded when calculating colors.

The bottom panels illustrate the combined e†ects of dif-
ferent methods and extreme and b parameter distribu-NH Itions. Solid and dashed curves are similar to the top panels,
except here they represent the MC-Kim and MLOS-Kim
models. The MLOS-Kim model is only included here for
the Ñat input spectrum. Dotted curves are estimates of mag-
nitude increments using the mean transmission curve from
the Madau-EW distributions. Note the similarity between
the MLOS-EW and MC-Kim increments for the Ñat input
spectrum, relative to MC-Kim and MLOS-Kim increments.
Fortuitously, the di†erences in and b parameter dis-NH Itributions between the MLOS-EW and MC-Kim models
cancel the e†ect of using the wrong calculation method for
the band for a Ñat spectrum. However, signiÐcantU300 fjdi†erences remain in the band for the CSFR spectrumU300and for both spectra in band.B450

3.2. L ine-of-Sight Variations
As discussed in ° 2.1, the MLOS method is problematic

not only for estimating the mean colors of high-redshift
objects, but also for estimating the dispersion in these colors
(for a given redshift and input spectrum). In Figure 5 we
reproduce the mean transmission function at z\ 3 for the
MLOS-NH model via our MC method (MC-NH). This is
done simply by averaging, wavelength by wavelength, the
transmission functions for 4000 individual LOSs. We can
then also directly calculate the standard deviation about the
mean transmission function (i.e., mean ^p), also illustrated
in Figure 5. Calculating standard deviations in this way
results in unphysical values for the transmission function,

FIG. 5.ÈMean cosmic transmission function at z\ 3 (middle curve)
together with the ^1 p rms scatter caused by statistical Ñuctuations in the
number of absorbers along the path as calculated using the formalism of
Madau (1995 ; top and bottom curves). These curves are calculated from the
usual moments (mean and standard deviation) of an ensemble of transmis-
sion curves representing many individual LOSs using the MC-NH model.
Note how the ^1 p rms scatter exceeds the physical limits of 0 and 1 for
transmission (dashed lines).

i.e., above 1 and below 0. Even truncating at these limits,
these curves substantially overestimate the rms scatter, as
discussed in ° 2.

The MC method permits us to calculate reliably the true
dispersion in LOS attenuation as a function of bandpass
and redshift. In Figure 6 the dispersion in magnitude
increments is plotted for the and bands as aU300 B450function of redshift for the CSFR spectrum and the
MLOS-NH and MC-NH models. (As before, the results do
depend on the input spectrum due to color terms ; the
CSFR spectrum is most representative for real galaxies.)
The mean magnitude increments are for the MC-NH model
(top panels, Fig. 4), i.e., they correctly are the mean of the
magnitude increments over an ensemble of LOSs. The dis-
persion is shown for the MC-NH model (about this mean)
and for the MLOS-NH model. The MLOS-NH dispersion
is based on the standard deviation about the mean of the
transmission curve. The MC-NH dispersion curves rep-
resent the 67th percentiles above and below the mean, as
calculated from the distribution of magnitude increments. In
the band the dispersion estimated via the MC-NHU300model is typically much less than the ^1 p dispersion in
magnitude increments calculated from MLOS-NH, becom-
ing comparable only at z[ 3.5 where the Ðlter red leak
begins to dominate the detected Ñux. For the band theB450MC-NH dispersion is typically much less than 1/10 of the
MLOS-NH dispersion. Over the redshift range of interest,
i.e., 2\ z\ 3.5, the dispersion is more highly overesti-B450mated by MLOS-NH compared with MC-NH than is the

dispersion.U300-band

3.3. T he Apparent Colors of a Constant Star-forming Galaxy
at z\ 3

We can now fold together the above results to show the
magnitude of the systematic errors inherent in the MLOS-
type calculations for the estimation of the distribution of
high-redshift galaxy colors. In Figures 7a and 7b the two-
color diagrams used for selecting high-redshift galaxies in
the HDF (Madau et al. 1996) are depicted for a single
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FIG. 6.ÈMean and dispersion of attenuation, in magnitudes
(magnitude increments) for F300W top panel ) and F450W(*U300, (*B450,bottom panel ) passbands. Mean attenuation for the MC-NH model is
shown as a solid line. Dispersions are calculated in two ways : (1) ^67th
percentile attenuation about the mean attenuation for the MC-NH model
(dotted curve), (2) attenuation calculated from the ^1 p deviation about the
mean transmission function, i.e., the MLOS-NH method (dashed curve).
Method 1 is correct.

galaxy spectral type at z\ 3 and z\ 4.5, respectively. The
galaxy spectral type corresponds to the CSFR spectrum.
The redshifts were chosen to place Lya and the Lyman
break at comparable wavelengths with respect to the red
sides of the and Ðlters at z\ 3 and the andU300 B450 B450Ðlters at z\ 4.5. The best estimate for the meanV606and distribution of colors is represented by the open star
and small dots, respectively, derived using the MC-Kim
model for 1000 LOSs. Were one to use the MLOS-NH
model ( Ðlled circles), the mean color would be o† by D0.1
mag. As we will see in the next section, this systematic error
increases substantially with redshift. These di†erences are a
conÑuence of di†erent and b parameter distributionsNH Iand the mathematically incorrect procedure of taking logs
of means.

Even more spectacular is the di†erence in the predicted
distribution of colors between the MC-Kim and
MLOS-NH models in three fundamental characteristics.
Compared with the MC-Kim predictions, the MLOS-NH
method (1) substantially overpredicts the range of colors,
particularly the redder color in Fig. 7a and(B450[I814in Fig. 7b) ; (2) yields marginal distributions ofV606[I814colors that are skewed, i.e., the implied 1 p range is larger
toward the red than the blue about the mean for all colors ;
(3) predicts color distributions that are substantially mis-
aligned in color space. This last di†erence is especially
important because unlike the MC-Kim model, the

FIG. 7a

FIG. 7b

FIG. 7.È(a) Distribution of colors in vs. for aU300[B450 B450[I814single galaxy spectrum (CSFR) as observed at z\ 3 for (1) 1000 LOSs
(small dots) assuming the MC-Kim model ; (2) the mean color of these 1000
LOSs (our best-estimate, heavy-lined star) ; (3) the mean and ^1 p attenu-
ated colors based on mean and ^1 p transmission functions using the
MLOS-NH model ( Ðlled circles connected with dashed lines) ; (4) the unat-
tenuated color (]) ; (5) the mean attenuated color based on the unat-
tenuated color and magnitude increments from Fig. 4 calculated from the
mean transmission function and a Ñat spectrum for the MLOS-NH model
(open circle). Arrows, representing attenuation vectors, connect point 4
with 2, 3, and 5. In addition to the large o†sets between various estimates
of mean colors at z\ 3 for this single SED, note the large di†erence in
scatter in galaxy colors between 1 and 3. (b) Distribution of colors in

vs. for a single galaxy spectrum (CSFR) as observedB450[V606 V606[I814at z\ 4.5. Models and symbols are identical to Fig. 7a, except the star
(mean color of the MC-Kim simulations) is shaded gray here for visibility.

MLOS-NH model yields apparent color distributions at a
single redshift that tend to lie along the redshift trajectory in
color space. Similar di†erences occur between all MC-type
and MLOS-type models. These di†erences have signiÐcant
ramiÐcations for the selection efficiency of high-redshift gal-
axies, as discussed in ° 5.

As with the mean, the di†erences in scatter between
MC-Kim and MLOS-NH models are a conÑuence of di†er-
ent and b parameter distributions and the mathemati-NH Ically incorrect procedure of taking logs of means (MLOS
methods). With the scatter, however, there are two addi-
tional e†ects. First, the amplitude of the scatter and the
detailed distribution of colors are overestimated with the
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MLOS method because dispersion in the LOS attenuation
was incorrectly estimated at high spectral resolution (° 2.2).
Second, the misalignment of the scatter in colors is due to
the fact that in the MLOS methods there is a high degree of
covariance between the magnitude increments in di†erent
bands. This is due to the transmission function shape being
self-similar from one LOS to the next. In the MC method,
the transmission function has a di†erent shape for each
LOS because the intervening absorption is modeled as a
discrete, random process.

The only other e†ect to consider is color terms. This
substantial e†ect is illustrated in Figures 7a and 7b by con-
sidering what would happen were we to take the unat-
tenuated colors of a galaxy with the CSFR spectrum
(marked ““] ÏÏ) and apply magnitude increments based on
the MLOS-NH model using a Ñat input spectrum. The
resulting ““ attenuated ÏÏ colors are illustrated by the arrows
in these Ðgures. The error in the mean color now becomes
quite substantial : greater than 1 mag in the bluer color

or and about twice that of the(U300[B450 B450[V606)previous error associated with MLOS-NH using the right
spectrum for the redder color or(B450[I814 V606[I814).Such large di†erences clearly will a†ect the selection process
of high-redshift galaxies, particularly near the selection
boundaries in color space.

4. THE DISTRIBUTION OF GALAXY COLORS FROM

1.75\ z\ 4.5

We now explore the e†ects on the color distribution of
galaxies as a function of redshift when the attenuation
models are varied. We consider variations due both to
method (MLOS vs. MC) and to di†erent parameter dis-
tributions. These e†ects are summarized in Figures 8a and
8b. For discussion purposes, we focus on di†erences that
pertain to redshifts within or near the boundary of the selec-
tion boxes deÐned by Madau et al. (1996) to locate high-
redshift galaxies. These redshifts are germane to the
discussion of selection functions in the next section. Also
note that the wide range of colors at a given redshift is due
to LOS variations and intervening absorber model di†er-
ences ; recall that we are considering here only a single input
spectrum, i.e., the CSFR galaxy spectrum.

Our best estimates for the mean and range of colors
(illustrated in these Ðgures by the gray points) correspond to
the MC-Kim model. At higher redshifts (z[ 3.25) the dis-
tribution in Figure 8a develops a truncated upper limit in

This corresponds to the redshift where theU300[B450.scatter in the magnitude increments for the CSFR galaxy
spectrum starts precipitously decreasing (Fig. 6). What is
happening is that by this redshift the attenuation at
j \ 4000 (observed) has become so large that the Ñux inA�

band is dominated by the red leak where there is littleU300intervening absorption. Hence, the scatter in observed U300color is dominated by the scatter in the magni-[B450 B450tude increment. Similarly, because there is little attenuation
at these redshifts in the band, the scatter in theI814 B450magnitude increment also dominates the scatter in the
observed color. Hence, at the highest redshiftsB450[I814in Figure 8a, the color distribution tends toward a line of
slope [1 in the versus two-colorU300[B450 B450[I814diagram, as expected. This behavior is not observed in
Figure 8b for two reasons. First, at the highest redshift
plotted (4.75), the Lyman limit has not moved completely
through the bandpass. Second, the does not haveB450 B450

FIG. 8a

FIG. 8b

FIG. 8.È(a) Distribution of colors in vs. for aU300[B450 B450[I814single galaxy spectrum (CSFR) observed along random LOSs at discrete
redshifts in the range 1.75 \ z\ 4.5 at intervals of 0.125 in z : (1) MC-Kim
model for 4000 LOSs (gray points) ; (2) the mean colors for the MC-NHb
model (open stars) ; (3) the mean colors for the MLOS-EW model (open or
Ðlled squares), with their ^1 p dispersions (thick, solid lines). The redshift
track for the unattenuated colors is shown as a thick, solid line. Redshifts
are marked at z\ 2 and 2.5 (centered on the MC-Kim distributions in

and z\ 3 and 3.5 (centered on At these redshiftsU300[B450) B450[I814).the MLOS-EW points are Ðlled squares and the unattenuated colors are
open triangles. The selection criterion of Madau et al. (1996) is represented
by heavy, solid lines. Galaxies with colors up and to the left of the solid
lines would be selected as high-redshift galaxies by Madau et al. (1996). (b)
Distribution of colors in vs. for a single galaxyB450[V606 V606[I814spectrum (CSFR) observed along random LOSs at discrete redshifts in the
range 1.75 \ z\ 4.5 at intervals of 0.125 in z. Models and symbols are
identical to Fig. 8a. Galaxies with colors inside the solid lines would be
selected as high-redshift galaxies by Madau et al. (1996).

an appreciable red leak. By z\ 5, galaxies along the most
attenuated LOSs will start completely dropping out of the

band and the color will become undeÐned.B450 B450[V606The MC-NHb model, which represents the best andNH Ib parameter distributions available prior to recent Keck
observations, yields mean colors that di†er only slightly
from the MC-Kim model means for z¹ 3. Indeed, we have
checked that the two-color distributions in these Ðgures
have similar scatter (shape and amplitude) over the range
1.75\ z\ 3.75 for versus and overU300[B450 B450[I814
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the range 2.75 \ z\ 4.75 for versusB450[V606 V606[I814.
Consequently, we display MC-Kim simulation points and
just the mean of the MC-NHb distributions.

Figures 7 and 8 reveal that MC-NHb compares more
favorably with MC-Kim at z\ 3 than does MLOS-NH.
This reÑects both the improved method (MC) plus the addi-
tion of a realistic b parameter distribution. (Recall that
MLOS-NH assumes a constant b parameter of 35 km s~1.
Additional discussion of the relative importance of the b
parameter in estimating attenuation due to intervening
clouds can be found in Giallongo & Trevese 1990.)
However, at higher redshifts the MC-NHb model mean
colors become systematically redder with respect to
MC-Kim model colors. This is most noticeable in the
Figures 8a and 8b for the redder color because of the scale.
At z\ 4.5, for example, the mean color for theV606[I814MC-NHb model is shifted redward to the mean value for
the MC-Kim at 4.625. A similar comparison of Figures 7
and 8 also reveals that the MLOS-EW fares worse (with
respect to MC-Kim) than MLOS-NH. By z\ 4, the
MLOS-EW colors are comparable to the MC-Kim colors
(in the mean) at z\ 4.125, and by z\ 4.5, the jump has
increased to 0.25 in z.

Note that while it is our expectation that the MC-Kim
model is likely to be the best estimate of the true distribu-
tion of LOS attenuation, it is not necessarily correct. The
two models MC-NHb and MC-Kim can be considered
illustrative of the possible systematic errors in estimating
high-redshift galaxy colors because of our imperfect know-
ledge of intervening absorption. Likewise, di†erence
between the MC-Kim and MLOS-EW models can be con-
sidered the worst case scenario were one to use the wrong
method and absorber properties.

In summary, the predicted mean colors are very similar
between models for z\ 2.5, where intervening absorption is
small (\0.2 mag for the most sensitive color, U300[B450).In an intermediate range 2.5 \ z\ 3.5, the mean colors
compare reasonably well for MC-NHb and MC-Kim, but
in the worse case comparison, MC-Kim versus MLOW-
EW, mean color di†erences are becoming substantial ([0.5
mag for the most sensitive color, In theU300[B450).highest range, z[ 3.5, the mean color di†erences continue
to grow, exceeding 1 mag in by z\ 4.5 andB450[V606exceeding 0.5 mag in the reddest color byV606[I814z\ 4.75. The distributions in color for all redshifts are
highly skewed for the MLOS-EW method relative to both
MC-Kim and MC-NHb (which are themselves
comparable). The sense of the skewed color distribution
places the scatter roughly along the redshift trajectory in
color space, particularly in versusU300[B450 B450[I814.This result has direct bearing on the selection of high-
redshift galaxies.

5. APPLICATION TO SELECTION COMPLETENESS

To date, the selection of high-redshift galaxy candidates
in two-color diagrams has been based on Ðxed, discrete
boundaries in color. Indeed, a similar situation prevails for
the multicolor selection of QSOs. For this reason, LOS
variations frequently will lead to incompleteness in the true
selected fraction of sources within some Ðnite range of red-
shift. Incompleteness increases for redshifts and spectra
where the mean color (over all LOSs) is close to a selection
boundary. However, this will occur at di†erent redshifts for
di†erent intrinsic (unattenuated) SEDs. For this reason, we

simplify the analysis to the consideration of the single
CSFR spectrum as a function of redshift.

The incompleteness will also be larger, at a given redshift,
when the mean color approaches a selection boundary per-
pendicular to the direction in which the LOS variations in
color are greatest. Recall from the results of the previous
sections that the variations tend to be substantially larger in
the bluer color of a two-color diagram. Hence, the bound-
aries in blue colors, i.e., where the redder color is not held
constant, is where the most substantial incompleteness (and
consequently, contamination) might be expected. (This cor-
responds to the lower boundaries in in Fig. 8aU300[B450and in Fig. 8b.) Ameliorating this e†ect is theB450[V606fact that colors tend to be near such boundaries only at
relatively low redshifts where the variations are smallerÈat
least for the speciÐc choice of SED shown in Figures 8a and
8b. However, given the very wide possible range of intrinsic
SEDs, e.g., Madau et al. (1996, see their Figs. 3 and 5), there
are some sources that approach the blue color boundaries
at higher redshifts where the variations are larger.

The speciÐc selection function for the CSFR spectrum
and the selection boundaries in Figures 8a and 8b are
shown in Figures 9a and 9b, respectively. These Ðgures illus-
trate the e†ects of LOS variations in color as well as di†er-
ences between models for the intervening absorption. Were
there no LOS variations, the selection function would be a
perfect square wave function of redshift, with the precise
cut-on and cuto† redshifts depending on the speciÐc
models. Since our best model, MC-Kim, yields mean colors
that tend to be bluer than the other models, the cut-on and
cuto† redshifts are generally the highest. Intercomparing
the MC models only, the di†erence in redshift can be as
large as *zD 0.2. The di†erences are more extreme when
comparing MC-Kim with MLOS-EW, but this is due not
only to di†erences in the mean colors but also to di†erences
in the variance (scatter) in the colors at a given redshift.

LOS variations in colors a†ect the selection function
equivalently to passing a smoothing Ðlter over the square
wave function that would be determined in the absence of
scatter. The e†ect for the MC-type models is seen within
about *zD 0.15 of cut-on and cuto† redshifts and is most
extreme at the cut-on redshift for the versusB450[V606selection. However, this pales compared withV606[I814the e†ect of the scatter in the MLOS-EW model, which
a†ects the selection function over *zD 0.5, which is equiva-
lent to the half-width of the selection function in redshift.
Conveniently, this model for the intervening absorption is
incorrect.

While the e†ects of LOS variations in color do not rad-
ically transform the selection for the MC-type models from
a square wave, it is important to note that this result is for a
single SED. In comparison, the more complex selection
functions in Madau et al.Ïs (1996) Figures 4 and 6 are due to
variations in SEDs ; in their analysis no intrinsic scatter was
assumed. To assess the relative importance of LOS varia-
tions versus intrinsic di†erences in colors requires some a
priori knowledge of the range and distribution of SED types
at high redshift. At this time this information is not avail-
able. The selection functions in Figures 9a and 9b here rep-
resent our current best estimate for the speciÐc CSFR
spectrum. The method can be applied to any spectrum on
an individual basis.

A related point of note is that for any of our MC-type
models, there is a gap in redshift of *zD 0.25, where neither
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FIG. 9a

FIG. 9b

FIG. 9.È(a) Selection functions for di†erent attenuation models but for
a single SED, the CSFR spectrum. The selection functions are deÐned by
the selection boundary in the vs. two-colorU300[B450 B450[I814diagram of Fig. 8a, adopted from Madau et al. (1996), Fig. 3. The speciÐc
models are labeled. (b) Selection functions, as in panel a, except deÐned by
the boundary in the vs. two-color diagram ofB450[V606 V606[I814Fig. 8b, adopted from Madau et al. (1996), Fig. 5.

two-color selection boundary detects our example SED
(CSFR spectrum) above the 20% level. For the MC-Kim
model this range is 3.4 \ z\ 3.65. Similar gaps
undoubtedly exist for di†erent SED types, shifted appropri-
ately in redshift due to di†erences in intrinsic color. In the
selection function plots of Madau et al. (1996), no such gap
is apparent. This is illusory ; again, this is because these
selection functions represent an average over many SED
types.

Indeed, for all of these reasons it is not possible to gener-
alize the speciÐc results in this section to a global analysis of
the selection function for high-redshift objects. The only
correct approach is to consider the selection function for
individual SEDs. The implication is that space densities
must be calculated as a function of spectral type, but this is
astrophysically of interest anyway.

6. THE EFFECTS OF INTERNAL ABSORPTION

So far we have only considered the e†ects of attenuation
due to intervening neutral hydrogen, and we have ignored

the possibly considerable e†ects of neutral hydrogen within
(or immediately surrounding) the high-redshift galaxy or
QSO. Depending on the column density of this internal
neutral hydrogen, it may well dominate the attenuation
since the Lyman break in the source rest frame will attenu-
ate the largest range in observed (redshifted) wavelength.
Variations in the line widths of optically thick local gas
could also produce variations in the observed attenuation.

Considering only high-redshift galaxies for the moment,
what is the expected column density of internal neutral
hydrogen as observed for a particular LOS? As observed
for the Milky Way from the vantage point of our solar
system, the internal neutral hydrogen column density is not
uniform. The lowest column density observed is the
““ Lockman Window ÏÏ (Lockman, Jahoda, & McCammon
1986), where cm2. However, the solarNH I

D 4.5] 1019
system is in a particularly neutral hydrogen-rich location
within the galaxy. Stars higher above the plane of the disk
or at larger or smaller Galactocentric radii (even at the
same height above the disk) undoubtedly have sight lines at
substantially lower column densities.

What we would really like to know is what is the e†ective
attenuation of high-redshift galaxies to outgoing UV ion-
izing photons. Unfortunately, the e†ective attenuation of
even the Milky Way is unknown, and hence it is difficult to
reliably speculate about the e†ective attenuation for any
other galaxies, let alone those at high redshift. Direct upper
limits exist for only four nearby galaxies (Leitherer et al.
1995), based on HUT observations. Deharveng et al. (1997)
estimate that the mean e†ective attenuation to Lyman con-
tinuum photons in nearby galaxies should be less than 1%,
but this value is uncertain. Nonetheless, we do know that
there are substantial variations in along di†erent sightNH Ilines out of the Milky Way, and we also know from quasar
pairs that absorption-line systems have nonuniform ItNH I

.
is therefore not unreasonable to expect that whatever e†ec-
tive attenuation is present in high-redshift galaxies, it may
vary widely for a single galaxy depending on the LOS (from
the galaxyÏs perspective). This is consistent with results from
studies of how ionizing Ñux escapes from star-forming
regions in galaxies (e.g., Dove & Shull 1994 ; Patel & Wilson
1995a, 1995b ; Ferguson, Wyse, & Gallagher 1996). Conse-
quently it is likely that the e†ective attenuation varies sub-
stantially from one galaxy to another. Since the LOS at the
lowest column density will dominate the UV Ñux, it is con-
ceivable that the e†ective attenuation may appear to be
quite low.

In Figures 10a and 10b we repeat the experiment of calcu-
lating the color distribution of the CSFR spectrum over a
wide range in redshift 1.75\ z\ 5 using the MC-Kim
model for intervening absorption. To this model we have
added (spatially uniform) internal column densities of
1017,1018, and 1019 cm2. The MC-Kim model with no inter-
nal absorption is included for reference. The Ðrst thingNH Ito note is that for an internal column density of 1017 cm2
the range and mean of the colors are only moderately di†er-
ent from the case where there is no internal absorption.
Below 1017 cm2 there is little e†ect on the mean or distribu-
tion of colors. The largest change in the color distribution is
between 1017 and 1018 cm2. However, above 1018 cm2 there
is virtually no change in the observed distribution of colors.
In summary, the critical value for the internal in termsNH I

,
of a†ecting the observed colors, is D1017.5 cm2. Any
column density substantially in excess of 1017.5 cm2 yields a
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FIG. 10a

FIG. 10b

FIG. 10.È(a) Distribution colors in vs. for aU300[B450 B450[I814single galaxy spectrum (CSFR) observed along random LOSs at discrete
redshifts in the range 1.75 \ z\ 4.5 at intervals of 0.125 in z. Redshifts of 2,
2.5, 3, and 3.5 are labeled. The MC-Kim model is considered only, but for
three column densities of internal neutral hydrogen : none (large, light gray
dots), 1017 cm2 (medium gray dots), and 1018 cm2 (dark, small dots). The
distribution for 1019 cm2 of internal neutral hydrogen (not shown) is vir-
tually identical to the 1018 cm2 case. (b) Distribution colors in B450[V606vs. models and symbols are as in Fig. 10a. Redshifts of 3.5, 4,V606[I814 ;
and 4.5 are labeled.

color distribution well approximated by the intervening
absorption model (here MC-Kim) plus 1018 cm2 of internal
absorption ; any column density substantially less than
1017.5 cm2 yields a color distribution well approximated by
the intervening absorption model alone.

The sense of the change in the mean and distribution of
colors as a function of increasing internal is twofold.NH IFirst, the mean color for the bluer color becomes redder,
e.g., in Figure 10a. Second, the range of colorsU300[B450for the bluer color becomes smaller. The (decreased) range
in color is roughly constant with redshift, unlike the range
in color where there is no internal The near-constantNH I

.
range in the internally attenuated colors is due to a can-
celing of two competing e†ects : with increasing redshift,
more of the bluest bandpass gets blocked out by Lyman
break from the internal neutral hydrogen, while the Ñux
dispersion in the remaining part of the bandpass increases

(the color range with no internal absorption increases). The
two e†ects cancel to Ðrst order until the Lyman break from
the internal sweeps through the bluest bandpassNH I(zD 3.4 for and zD 4.9 forU300 B4500).Note, however, that while the mean and distribution of
bluer colors changes with increasing internal theNH I

,
redder colors in Figures 10a and 10b do not. This is because
in the redder bands for the redshifts displayed, the absorp-
tion produced by the internal neutral hydrogenÏs discrete
Lyman series lines does not compete with the forest of
Lyman series lines integrated along the sight line, i.e., at
di†erent redshifts or di†erent observed wavelengths.

The fact that the redder colors do not change has impor-
tant implications for the selection function. The selection
functions derived in the previous section (Figs. 9a and 9b)
are virtually unchanged for our particular choice of SED (the
CSFR spectrum). This is because internal absorption does
not appreciably a†ect the scatter in the bluer color at low
redshift where the selection boundary is perpendicular to
this color. At the high-redshift limit of the selection func-
tion, what is relevant is the scatter in the redder color, but
this is largely unchanged by the internal absorption.
However, had we chosen an intrinsically bluer SED such
that the mean colors were closer to the blue color selection
boundary at higher redshifts, internal absorption would
have substantial e†ects on the selection function. Because of
the reduced range (scatter) in the bluer color, the selection
function would persist as close to a square wave function for
a larger range of intrinsic galaxy colors. While this may
seem advantageous, it begs the question of what the internal
absorption really is. Indeed, for intrinsically very blue SEDs
whose mean colors approach the blue color boundary at
higher redshifts, it is not possible to determine accurately
the selection function without detailed knowledge of the
internal absorption.

7. SUMMARY

We have shown that the attenuated colors of high-
redshift galaxies and QSOs depend sensitively on the
method used to calculate this attenuation. In order of
importance, the mean and scatter in the colors are sensitive
to the following things :

1. The mathematical procedure, i.e., MC versus MLOS.
The MC method is the only correct way to estimate attenu-
ated colors of high-redshift objects ; the MLOS results in
substantial systematic errors in both the mean and scatter
of these colors.

2. The adopted distribution of intervening cloud column
densities and b parameters. Our best estimate for the inter-
vening cloud column densities and b parameters is rep-
resented by the MC-Kim model and yields colors
signiÐcantly di†erent from the best previous estimates (e.g.,
those parameters used in the MC-NHb model).

3. The amount of internal absorption due to neutral
hydrogen. We Ðnd that column densities less than 1017 cm2
are unimportant, while column densities above 1018 cm2 all
result in a similar reddening of the bluer colors and
reduction in their range at a given redshift.

We have ignored, in this analysis, the variations in
attenuation due to dust. Instead, we have focused on the
distribution of colors for a single SED corresponding to
constant star-forming galaxy of 0.1 Gyr age with Ðxed inter-
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nal reddening of E(B[V )\ 0.2. This spectrum should be
representative of high-redshift galaxies, but a much wider
range of spectral types is observed at high redshift (Pettini et
al. 1997). Even within this simpliÐed context the systematic
di†erences between model parameters and methods
produce substantial di†erences in the selection function as
derived from Ðxed regions in the two-color diagrams pre-
sented by Madau et al. (1996). Variations in attenuation due
to dust will further complicate the situation and need also
to be modeled in an MC fashion.

While internal neutral hydrogen absorption acts to
diminish the scatter in the bluer colors, it has little e†ect on
the selection function in most cases. If, however, the intrin-
sic color of an object (i.e., its unattenuated color) results in
mean attenuated colors near the blue boundary of a two-
color selection region, internal absorption will result in a
sharper selection function. That is, either the source will be
more uniformly selected or rejected as a high-redshift candi-
date. For SEDs satisfying this criterion, the difficulty in
deÐning their selection function is due primarily to our lack
of knowledge of the e†ective attenuation from internal
neutral hydrogen in high-redshift galaxies.

Because color terms are important in the estimate of the
attenuated colors, it is not possible to generalize the results
for any single SED. Even ignoring color terms, the selection
function will be di†erent for each SED. As a result, a global
selection function determined for a distribution of model
SEDs will only be correct in so far as this distribution and
the model SEDs reÑect reality. This distribution is a priori
unknown. Hence, the only correct way to estimate the selec-
tion function for an ensemble of high-redshift objects, we
conclude, is to do so for individual spectral types.
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